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ABSTRACT
Semi-supervised learning is a learning paradigm concerned with the study of how computers and
natural systems such as humans learn in the presence of both labeled and unlabeled data.Traditionally,
learning has been studied either in the unsupervised paradigm (e.g., clustering, outlier detection)
where all the data is unlabeled, or in the supervised paradigm (e.g., classification, regression) where
all the data is labeled. The goal of semi-supervised learning is to understand how combining labeled
and unlabeled data may change the learning behavior, and design algorithms that take advantage
of such a combination. Semi-supervised learning is of great interest in machine learning and data
mining because it can use readily available unlabeled data to improve supervised learning tasks when
the labeled data is scarce or expensive. Semi-supervised learning also shows potential as a quantitative
tool to understand human category learning, where most of the input is self-evidently unlabeled.
In this introductory book, we present some popular semi-supervised learning models, including
self-training, mixture models, co-training and multiview learning, graph-based methods, and semi-
supervised support vector machines. For each model, we discuss its basic mathematical formulation.
The success of semi-supervised learning depends critically on some underlying assumptions. We
emphasize the assumptions made by each model and give counterexamples when appropriate to
demonstrate the limitations of the different models. In addition, we discuss semi-supervised learning
for cognitive psychology. Finally, we give a computational learning theoretic perspective on semi-
supervised learning, and we conclude the book with a brief discussion of open questions in the
field.

KEYWORDS
semi-supervised learning, transductive learning, self-training, Gaussian mixture model,
expectation maximization (EM), cluster-then-label, co-training, multiview learning,
mincut,harmonic function, label propagation,manifold regularization, semi-supervised
support vector machines (S3VM), transductive support vector machines (TSVM), en-
tropy regularization, human semi-supervised learning
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Preface
The book is a beginner’s guide to semi-supervised learning. It is aimed at advanced under-

graduates, entry-level graduate students and researchers in areas as diverse as Computer Science,
Electrical Engineering, Statistics, and Psychology.The book assumes that the reader is familiar with
elementary calculus, probability and linear algebra. It is helpful, but not necessary, for the reader to
be familiar with statistical machine learning, as we will explain the essential concepts in order for
this book to be self-contained. Sections containing more advanced materials are marked with a star.
We also provide a basic mathematical reference in Appendix A.

Our focus is on semi-supervised model assumptions and computational techniques.We inten-
tionally avoid competition-style benchmark evaluations.This is because, in general, semi-supervised
learning models are sensitive to various settings, and no benchmark that we know of can characterize
the full potential of a given model on all tasks. Instead, we will often use simple artificial problems to
“break” the models in order to reveal their assumptions. Such analysis is not frequently encountered
in the literature.

Semi-supervised learning has grown into a large research area within machine learning. For
example, a search for the phrase “semi-supervised” in May 2009 yielded more than 8000 papers in
Google Scholar. While we attempt to provide a basic coverage of semi-supervised learning, the se-
lected topics are not able to reflect the most recent advances in the field.We provide a “bibliographical
notes” section at the end of each chapter for the reader to dive deeper into the topics.

We would like to express our sincere thanks to Thorsten Joachims and the other reviewers for
their constructive reviews that greatly improved the book. We thank Robert Nowak for his excellent
learning theory lecture notes, from which we take some materials for Section 8.1. Our thanks also
go to Bryan Gibson, Tushar Khot, Robert Nosofsky, Timothy Rogers, and Zhiting Xu for their
valuable comments.

We hope you enjoy the book.

Xiaojin Zhu and Andrew B. Goldberg
Madison, Wisconsin
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C H A P T E R 1

Introduction to Statistical
Machine Learning

We start with a gentle introduction to statistical machine learning. Readers familiar with machine
learning may wish to skip directly to Section 2, where we introduce semi-supervised learning.

Example 1.1. You arrive at an extrasolar planet and are welcomed by its resident little green men.
You observe the weight and height of 100 little green men around you, and plot the measurements
in Figure 1.1. What can you learn from this data?
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Figure 1.1: The weight and height of 100 little green men from the extrasolar planet. Each green dot is
an instance, represented by two features: weight and height.

This is a typical example of a machine learning scenario (except the little green men part). We
can perform several tasks using this data: group the little green men into subcommunities based on
weight and/or height, identify individuals with extreme (possibly erroneous) weight or height values,
try to predict one measurement based on the other, etc. Before exploring such machine learning tasks,
let us begin with some definitions.
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1.1 THE DATA
Definition 1.2. Instance. An instance x represents a specific object. The instance is often repre-
sented by a D-dimensional feature vector x = (x1, . . . , xD) ∈ R

D , where each dimension is called a
feature. The length D of the feature vector is known as the dimensionality of the feature vector.

The feature representation is an abstraction of the objects. It essentially ignores all other infor-
mation not represented by the features. For example, two little green men with the same weight and
height, but with different names, will be regarded as indistinguishable by our feature representation.
Note we use boldface x to denote the whole instance, and xd to denote the d-th feature of x. In our
example, an instance is a specific little green man; the feature vector consists of D = 2 features: x1

is the weight, and x2 is the height. Features can also take discrete values. When there are multiple
instances, we will use xid to denote the i-th instance’s d-th feature.
Definition 1.3. Training Sample. A training sample is a collection of instances {xi}ni=1 =
{x1, . . . , xn}, which acts as the input to the learning process. We assume these instances are sampled
independently from an underlying distribution P(x), which is unknown to us. We denote this by

{xi}ni=1
i.i.d.∼ P(x), where i.i.d. stands for independent and identically distributed.

In our example, the training sample consists of n = 100 instances x1, . . . , x100. A training
sample is the “experience” given to a learning algorithm. What the algorithm can learn from it,
however, varies. In this chapter, we introduce two basic learning paradigms: unsupervised learning
and supervised learning.

1.2 UNSUPERVISED LEARNING
Definition 1.4. Unsupervised learning. Unsupervised learning algorithms work on a training
sample with n instances {xi}ni=1. There is no teacher providing supervision as to how individual
instances should be handled—this is the defining property of unsupervised learning. Common
unsupervised learning tasks include:

• clustering, where the goal is to separate the n instances into groups;

• novelty detection, which identifies the few instances that are very different from the majority;

• dimensionality reduction, which aims to represent each instance with a lower dimensional
feature vector while maintaining key characteristics of the training sample.

Among the unsupervised learning tasks, the one most relevant to this book is clustering, which
we discuss in more detail.
Definition 1.5. Clustering. Clustering splits {xi}ni=1 into k clusters, such that instances in the
same cluster are similar, and instances in different clusters are dissimilar. The number of clusters k

may be specified by the user, or may be inferred from the training sample itself.



1.3. SUPERVISED LEARNING 3

How many clusters do you find in the little green men data in Figure 1.1? Perhaps k = 2,
k = 4, or more. Without further assumptions, either one is acceptable. Unlike in supervised learning
(introduced in the next section), there is no teacher that tells us which instances should be in each
cluster.

There are many clustering algorithms. We introduce a particularly simple one, hierarchical
agglomerative clustering, to make unsupervised learning concrete.

Algorithm 1.6. Hierarchical Agglomerative Clustering.

Input: a training sample {xi}ni=1; a distance function d().
1. Initially, place each instance in its own cluster (called a singleton cluster).
2. while (number of clusters > 1) do:
3. Find the closest cluster pair A, B, i.e., they minimize d(A, B).
4. Merge A, B to form a new cluster.
Output: a binary tree showing how clusters are gradually merged from singletons
to a root cluster, which contains the whole training sample.

This clustering algorithm is simple. The only thing unspecified is the distance function d().
If xi , xj are two singleton clusters, one way to define d(xi , xj ) is the Euclidean distance between
them:

d(xi , xj ) = ‖xi − xj‖ =
√√√√ D∑

s=1

(xis − xjs)2. (1.1)

We also need to define the distance between two non-singleton clusters A, B. There are multiple
possibilities: one can define it to be the distance between the closest pair of points in A and B,
the distance between the farthest pair, or some average distance. For simplicity, we will use the first
option, also known as single linkage:

d(A, B) = min
x∈A,x′∈B

d(x, x′). (1.2)

It is not necessary to fully grow the tree until only one cluster remains: the clustering algorithm
can be stopped at any point if d() exceeds some threshold, or the number of clusters reaches a
predetermined number k.

Figure 1.2 illustrates the results of hierarchical agglomerative clustering for k = 2, 3, 4, re-
spectively.The clusters certainly look fine. But because there is no information on how each instance
should be clustered, it can be difficult to objectively evaluate the result of clustering algorithms.

1.3 SUPERVISED LEARNING
Suppose you realize that your alien hosts have a gender: female or male (so they should not all be
called little green men after all). You may now be interested in predicting the gender of a particular
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Figure 1.2: Hierarchical agglomerative clustering results for k = 2, 3, 4 on the 100 little green men data.

alien from his or her weight and height. Alternatively, you may want to predict whether an alien is a
juvenile or an adult using weight and height. To explain how to approach these tasks, we need more
definitions.

Definition 1.7. Label. A label y is the desired prediction on an instance x.

Labels may come from a finite set of values, e.g., {female, male}. These distinct values are
called classes. The classes are usually encoded by integer numbers, e.g., female = −1, male = 1, and
thus y ∈ {−1, 1}. This particular encoding is often used for binary (two-class) labels, and the two
classes are generically called the negative class and the positive class, respectively. For problems with
more than two classes, a traditional encoding is y ∈ {1, . . . , C}, where C is the number of classes. In
general, such encoding does not imply structure in the classes.That is to say, the two classes encoded
by y = 1 and y = 2 are not necessarily closer than the two classes y = 1 and y = 3. Labels may also
take continuous values in R. For example, one may attempt to predict the blood pressure of little
green aliens based on their height and weight.

In supervised learning, the training sample consists of pairs, each containing an instance x and
a label y: {(xi , yi)}ni=1. One can think of y as the label on x provided by a teacher, hence the name
supervised learning. Such (instance, label) pairs are called labeled data, while instances alone without
labels (as in unsupervised learning) are called unlabeled data. We are now ready to define supervised
learning.

Definition 1.8. Supervised learning. Let the domain of instances be X , and the domain of labels
be Y . Let P(x, y) be an (unknown) joint probability distribution on instances and labels X × Y .

Given a training sample {(xi , yi)}ni=1
i.i.d.∼ P(x, y), supervised learning trains a function f : X �→ Y

in some function family F , with the goal that f (x) predicts the true label y on future data x, where

(x, y)
i.i.d.∼ P(x, y) as well.
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Depending on the domain of label y, supervised learning problems are further divided into
classification and regression:

Definition 1.9. Classification. Classification is the supervised learning problem with discrete
classes Y . The function f is called a classifier .

Definition 1.10. Regression. Regression is the supervised learning problem with continuous Y .
The function f is called a regression function.

What exactly is a good f ? The best f is by definition

f ∗ = argmin
f ∈F

E(x,y)∼P [c(x, y, f (x))] , (1.3)

where argmin means “finding the f that minimizes the following quantity”. E(x,y)∼P [·] is the
expectation over random test data drawn from P . Readers not familiar with this notation may wish
to consult Appendix A.c(·) is a loss function that determines the cost or impact of making a prediction
f (x) that is different from the true label y. Some typical loss functions will be discussed shortly. Note
we limit our attention to some function family F , mostly for computational reasons. If we remove
this limitation and consider all possible functions, the resulting f ∗ is the Bayes optimal predictor , the
best one can hope for on average. For the distribution P , this function will incur the lowest possible
loss when making predictions. The quantity E(x,y)∼P [c(x, y, f ∗(x))] is known as the Bayes error .
However, the Bayes optimal predictor may not be in F in general. Our goal is to find the f ∈ F
that is as close to the Bayes optimal predictor as possible.

It is worth noting that the underlying distribution P(x, y) is unknown to us.Therefore, it is not
possible to directly find f ∗, or even to measure any predictor f ’s performance, for that matter. Here
lies the fundamental difficulty of statistical machine learning: one has to generalize the prediction
from a finite training sample to any unseen test data. This is known as induction.

To proceed, a seemingly reasonable approximation is to gauge f ’s performance using training
sample error. That is, to replace the unknown expectation by the average over the training sample:

Definition 1.11. Training sample error. Given a training sample {(xi , yi)}ni=1, the training sample
error is

1

n

n∑
i=1

c(xi , yi, f (xi )). (1.4)

For classification, one commonly used loss function is the 0-1 loss c(x, y, f (x)) ≡ (f (xi ) 
=
yi):

1

n

n∑
i=1

(f (xi ) 
= yi), (1.5)
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where f (x) 
= y is 1 if f predicts a different class than y on x, and 0 otherwise. For regression, one
commonly used loss function is the squared loss c(x, y, f (x)) ≡ (f (xi ) − yi)

2:

1

n

n∑
i=1

(f (xi ) − yi)
2. (1.6)

Other loss functions will be discussed as we encounter them later in the book.
It might be tempting to seek the f that minimizes training sample error. However, this

strategy is flawed: such an f will tend to overfit the particular training sample. That is, it will likely
fit itself to the statistical noise in the particular training sample. It will learn more than just the
true relationship between X and Y . Such an overfitted predictor will have small training sample
error, but is likely to perform less well on future test data. A sub-area within machine learning called
computational learning theory studies the issue of overfitting. It establishes rigorous connections
between the training sample error and the true error, using a formal notion of complexity such as
the Vapnik-Chervonenkis dimension or Rademacher complexity. We provide a concise discussion
in Section 8.1. Informed by computational learning theory, one reasonable training strategy is to
seek an f that “almost” minimizes the training sample error, while regularizing f so that it is not too
complex in a certain sense. Interested readers can find the references in the bibliographical notes.

To estimate f ’s future performance, one can use a separate sample of labeled instances, called

the test sample: {(xj , yj )}n+m
j=n+1

i.i.d.∼ P(x, y). A test sample is not used during training, and therefore
provides a faithful (unbiased) estimation of future performance.

Definition 1.12. Test sample error. The corresponding test sample error for classification with
0-1 loss is

1

m

n+m∑
j=n+1

(f (xj ) 
= yj ), (1.7)

and for regression with squared loss is

1

m

n+m∑
j=n+1

(f (xj ) − yj )
2. (1.8)

In the remainder of the book,we focus on classification due to its prevalence in semi-supervised
learning research. Most ideas discussed also apply to regression, though.

As a concrete example of a supervised learning method, we now introduce a simple classifi-
cation algorithm: k-nearest-neighbor (kNN).

Algorithm 1.13. k-nearest-neighbor classifier.

Input: Training data (x1, y1), . . . , (xn, yn); distance function d();
number of neighbors k; test instance x∗
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1. Find the k training instances xi1, . . . , xik closest to x∗ under distance d().
2. Output y∗ as the majority class of yi1, . . . , yik . Break ties randomly.

Being a D-dimensional feature vector, the test instance x∗ can be viewed as a point in D-
dimensional feature space. A classifier assigns a label to each point in the feature space. This divides
the feature space into decision regions within which points have the same label. The boundary
separating these regions is called the decision boundary induced by the classifier.

Example 1.14. Consider two classification tasks involving the little green aliens. In the first task
in Figure 1.3(a), the task is gender classification from weight and height. The symbols are training
data. Each training instance has a label: female (red cross) or male (blue circle).The decision regions
from a 1NN classifier are shown as white and gray. In the second task in Figure 1.3(b), the task is age
classification on the same sample of training instances. The training instances now have different
labels: juvenile (red cross) or adult (blue circle). Again, the decision regions of 1NN are shown.
Notice that, for the same training instances but different classification goals, the decision boundary
can be quite different. Naturally, this is a property unique to supervised learning, since unsupervised
learning does not use any particular set of labels at all.
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Figure 1.3: Classify by gender or age from a training sample of 100 little green aliens, with
1-nearest-neighbor decision regions shown.

In this chapter, we introduced statistical machine learning as a foundation for the rest of
the book. We presented the unsupervised and supervised learning settings, along with concrete
examples of each. In the next chapter, we provide an overview of semi-supervised learning, which
falls somewhere between these two. Each subsequent chapter will present specific families of semi-
supervised learning algorithms.
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BIBLIOGRAPHICAL NOTES
There are many excellent books written on statistical machine learning. For example, readers in-
terested in the methodologies can consult the introductory textbook [131], and the comprehensive
textbooks [19, 81]. For grounding of machine learning in classic statistics, see [184]. For compu-
tational learning theory, see [97, 176] for the Vapnik-Chervonenkis (VC) dimension and Probably
Approximately Correct (PAC) learning framework, and Chapter 4 in [153] for an introduction to
the Rademacher complexity. For a perspective from information theory, see [119]. For a perspective
that views machine learning as an important part of artificial intelligence, see [147].
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C H A P T E R 2

Overview of Semi-Supervised
Learning

2.1 LEARNING FROM BOTH LABELED AND UNLABELED
DATA

As the name suggests, semi-supervised learning is somewhere between unsupervised and supervised
learning. In fact, most semi-supervised learning strategies are based on extending either unsupervised
or supervised learning to include additional information typical of the other learning paradigm.
Specifically, semi-supervised learning encompasses several different settings, including:

• Semi-supervised classification. Also known as classification with labeled and unlabeled data (or
partially labeled data), this is an extension to the supervised classification problem.The training
data consists of both l labeled instances {(xi , yi)}li=1 and u unlabeled instances {xj }l+u

j=l+1. One
typically assumes that there is much more unlabeled data than labeled data, i.e.,u � l.The goal
of semi-supervised classification is to train a classifier f from both the labeled and unlabeled
data, such that it is better than the supervised classifier trained on the labeled data alone.

• Constrained clustering. This is an extension to unsupervised clustering. The training data con-
sists of unlabeled instances {xi}nj=1, as well as some “supervised information” about the clusters.
For example, such information can be so-called must-link constraints, that two instances xi , xj

must be in the same cluster; and cannot-link constraints, that xi , xj cannot be in the same
cluster. One can also constrain the size of the clusters. The goal of constrained clustering is to
obtain better clustering than the clustering from unlabeled data alone.

There are other semi-supervised learning settings, including regression with labeled and un-
labeled data, dimensionality reduction with labeled instances whose reduced feature representation
is given, and so on. This book will focus on semi-supervised classification.

The study of semi-supervised learning is motivated by two factors: its practical value in building
better computer algorithms, and its theoretical value in understanding learning in machines and
humans.

Semi-supervised learning has tremendous practical value. In many tasks, there is a paucity of
labeled data. The labels y may be difficult to obtain because they require human annotators, special
devices, or expensive and slow experiments. For example,

• In speech recognition, an instance x is a speech utterance, and the label y is the corresponding
transcript.For example,here are some detailed phonetic transcripts of words as they are spoken:
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film ⇒ f ih_n uh_gl_n m
be all ⇒ bcl b iy iy_tr ao_tr ao l_dl

Accurate transcription by human expert annotators can be extremely time consuming: it took
as long as 400 hours to transcribe 1 hour of speech at the phonetic level for the Switch-
board telephone conversational speech data [71] (recordings of randomly paired participants
discussing various topics such as social, economic, political, and environmental issues).

• In natural language parsing, an instance x is a sentence, and the label y is the corresponding
parse tree. An example parse tree for the Chinese sentence “The National Track and Field
Championship has finished.” is shown below.

The training data, consisting of (sentence, parse tree) pairs, is known as a treebank. Tree-
banks are time consuming to construct, and require the expertise of linguists: For a mere
4000 sentences in the Penn Chinese Treebank, experts took two years to manually create the
corresponding parse trees.

• In spam filtering, an instance x is an email, and the label y is the user’s judgment (spam or
ham). In this situation, the bottleneck is an average user’s patience to label a large number of
emails.

• In video surveillance, an instance x is a video frame, and the label y is the identity of the object
in the video. Manually labeling the objects in a large number of surveillance video frames is
tedious and time consuming.

• In protein 3D structure prediction, an instance x is a DNA sequence, and the label y is
the 3D protein folding structure. It can take months of expensive laboratory work by expert
crystallographers to identify the 3D structure of a single protein.

While labeled data (x, y) is difficult to obtain in these domains, unlabeled data x is available
in large quantity and easy to collect: speech utterances can be recorded from radio broadcasts; text
sentences can be crawled from the World Wide Web;emails are sitting on the mail server; surveillance
cameras run 24 hours a day; and DNA sequences of proteins are readily available from gene databases.
However, traditional supervised learning methods cannot use unlabeled data in training classifiers.
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Semi-supervised learning is attractive because it can potentially utilize both labeled and un-
labeled data to achieve better performance than supervised learning. From a different perspective,
semi-supervised learning may achieve the same level of performance as supervised learning, but with
fewer labeled instances. This reduces the annotation effort, which leads to reduced cost. We will
present several computational models in Chapters 3,4,5, 6.

Semi-supervised learning also provides a computational model of how humans learn from
labeled and unlabeled data. Consider the task of concept learning in children, which is similar to
classification: an instance x is an object (e.g., an animal), and the label y is the corresponding concept
(e.g., dog). Young children receive labeled data from teachers (e.g., Daddy points to a brown animal
and says “dog!”). But more often they observe various animals by themselves without receiving
explicit labels. It seems self-evident that children are able to combine labeled and unlabeled data
to facilitate concept learning. The study of semi-supervised learning is therefore an opportunity to
bridge machine learning and human learning. We will discuss some recent studies in Chapter 7.

2.2 HOW IS SEMI-SUPERVISED LEARNING POSSIBLE?
At first glance, it might seem paradoxical that one can learn anything about a predictor f : X �→ Y
from unlabeled data. After all, f is about the mapping from instance x to label y, yet unlabeled data
does not provide any examples of such a mapping. The answer lies in the assumptions one makes
about the link between the distribution of unlabeled data P(x) and the target label.

Figure 2.1 shows a simple example of semi-supervised learning. Let each instance be repre-
sented by a one-dimensional feature x ∈ R. There are two classes: positive and negative. Consider
the following two scenarios:

1. In supervised learning, we are given only two labeled training instances (x1, y1) = (−1, −)

and (x2, y2) = (1, +), shown as the red and blue symbols in the figure, respectively. The
best estimate of the decision boundary is obviously x = 0: all instances with x < 0 should be
classified as y = −, while those with x ≥ 0 as y = +.

2. In addition, we are also given a large number of unlabeled instances, shown as green dots in
the figure. The correct class labels for these unlabeled examples are unknown. However, we
observe that they form two groups. Under the assumption that instances in each class form a
coherent group (e.g., p(x|y) is a Gaussian distribution, such that the instances from each class
center around a central mean), this unlabeled data gives us more information. Specifically, it
seems that the two labeled instances are not the most prototypical examples for the classes.
Our semi-supervised estimate of the decision boundary should be between the two groups
instead, at x ≈ 0.4.

If our assumption is true, then using both labeled and unlabeled data gives us a more reliable
estimate of the decision boundary. Intuitively, the distribution of unlabeled data helps to identify
regions with the same label, and the few labeled data then provide the actual labels. In this book, we
will introduce a few other commonly used semi-supervised learning assumptions.
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−1.5 −1 −0.5 0 0.5 1 1.5 2
x

Supervised decision boundary Semi−supervised decision boundary

Positive labeled data
Negative labeled data
Unlabeled data

Figure 2.1: A simple example to demonstrate how semi-supervised learning is possible.

2.3 INDUCTIVE VS. TRANSDUCTIVE SEMI-SUPERVISED
LEARNING

There are actually two slightly different semi-supervised learning settings, namely inductive and
transductive semi-supervised learning. Recall that in supervised classification, the training sample is
fully labeled, so one is always interested in the performance on future test data. In semi-supervised
classification, however, the training sample contains some unlabeled data. Therefore, there are two
distinct goals. One is to predict the labels on future test data.The other goal is to predict the labels on
the unlabeled instances in the training sample. We call the former inductive semi-supervised learning,
and the latter transductive learning.

Definition 2.1. Inductive semi-supervised learning. Given a training sample {(xi , yi)}li=1,
{xj }l+u

j=l+1, inductive semi-supervised learning learns a function f : X �→ Y so that f is expected

to be a good predictor on future data, beyond {xj }l+u
j=l+1.

Like in supervised learning, one can estimate the performance on future data by using a
separate test sample {(xk, yk)}mk=1, which is not available during training.

Definition 2.2. Transductive learning. Given a training sample {(xi , yi)}li=1, {xj }l+u
j=l+1, trans-

ductive learning trains a function f : X l+u �→ Y l+u so that f is expected to be a good predictor
on the unlabeled data {xj }l+u

j=l+1. Note f is defined only on the given training sample, and is not
required to make predictions outside. It is therefore a simpler function.

There is an interesting analogy: inductive semi-supervised learning is like an in-class exam,
where the questions are not known in advance, and a student needs to prepare for all possible
questions; in contrast, transductive learning is like a take-home exam, where the student knows the
exam questions and needs not prepare beyond those.
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2.4 CAVEATS
It seems reasonable that semi-supervised learning can use additional unlabeled data, which by it-
self does not carry information on the mapping X �→ Y , to learn a better predictor f . As men-
tioned earlier, the key lies in the semi-supervised model assumptions about the link between the
marginal distribution P(x) and the conditional distribution P(y|x). There are several different
semi-supervised learning methods, and each makes slightly different assumptions about this link.
These methods include self-training, probabilistic generative models, co-training, graph-based mod-
els, semi-supervised support vector machines, and so on. In the next several chapters, we will go
through these models and discuss their assumptions. In Section 8.2, we will also give some theoretic
justification. Empirically, these semi-supervised learning models do produce better classifiers than
supervised learning on some data sets.

However, it is worth pointing out that blindly selecting a semi-supervised learning method
for a specific task will not necessarily improve performance over supervised learning. In fact, unla-
beled data can lead to worse performance with the wrong link assumptions. The following example
demonstrates this sensitivity to model assumptions by comparing supervised learning performance
with several semi-supervised learning approaches on a simple classification problem. Don’t worry if
these approaches appear mysterious; we will explain how they work in detail in the rest of the book.
For now, the main point is that semi-supervised learning performance depends on the correctness
of the assumptions made by the model in question.

Example 2.3. Consider a classification task where there are two classes, each with a Gaussian
distribution. The two Gaussian distributions heavily overlap (top panel of Figure 2.2). The true
decision boundary lies in the middle of the two distributions, shown as a dotted line. Since we know
the true distributions, we can compute test sample error rates based on the probability mass of each
Gaussian that falls on the incorrect side of the decision boundary. Due to the overlapping class
distributions, the optimal error rate (i.e., the Bayes error) is 21.2%.

For supervised learning, the learned decision boundary is in the middle of the two labeled
instances, and the unlabeled instances are ignored. See, for example, the thick solid line in the second
panel of Figure 2.2. We note that it is away from the true decision boundary, because the two labeled
instances are randomly sampled. If we were to draw two other labeled instances, the learned decision
boundary would change,but most likely would still be off (see other panels of Figure 2.2).On average,
the expected learned decision boundary will coincide with the true boundary, but for any given draw
of labeled data it will be off quite a bit. We say that the learned boundary has high variance. To
evaluate supervised learning, and the semi-supervised learning methods introduced below, we drew
1000 training samples, each with one labeled and 99 unlabeled instances per class. In contrast to the
optimal decision boundary, the decision boundaries found using supervised learning have an average
test sample error rate of 31.6%.The average decision boundary lies at 0.02 (compared to the optimal
boundary of 0), but has standard deviation of 0.72.

Now without presenting the details, we show the learned decision boundaries of three semi-
supervised learning models on the training data. These models will be presented in detail in later
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Figure 2.2: Two classes drawn from overlapping Gaussian distributions (top panel). Decision boundaries
learned by several algorithms are shown for five random samples of labeled and unlabeled training samples.

chapters. The first one is a probabilistic generative model with two Gaussian distributions learned
with EM (Chapter 3)—this model makes the correct model assumption. The decision boundaries
are shown in Figure 2.2 as dashed lines. In this case, the boundaries tend to be closer to the true
boundary and similar to one another, i.e., this algorithm has low variance. The 1000-trial average
test sample error rate for this algorithm is 30.2%. The average decision boundary is at -0.003 with
a standard deviation of 0.55, indicating the algorithm is both more accurate and more stable than
the supervised model.

The second model is a semi-supervised support vector machine (Chapter 6), which assumes
that the decision boundary should not pass through dense unlabeled data regions. However, since the
two classes strongly overlap, the true decision boundary actually passes through the densest region.
Therefore, the model assumption does not entirely match the task. The learned decision boundaries
are shown in Figure 2.2 as dash-dotted lines.1 The result is better than supervised classification
and performs about the same as the probabilistic generative model that makes the correct model
1The semi-supervised support vector machine results were obtained using transductive SVM code similar to SVM-light.
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assumption. The average test sample error rate here is 29.6%, with an average decision boundary of
0.01 (standard deviation 0.48). Despite the wrong model assumption, this approach uses knowledge
that the two classes contain roughly the same number of instances, so the decision boundaries are
drawn toward the center. This might explain the surprisingly good performance compared to the
correct model.

The third approach is a graph-based model (Chapter 5), with a typical way to generate the
graph: any two instances in the labeled and unlabeled data are connected by an edge. The edge
weight is large if the two instances are close to each other, and small if they are far away. The
model assumption is that instances connected with large-weight edges tend to have the same label.
However, in this particular example where the two classes overlap, instances from different classes
can be quite close and connected by large-weight edges. Therefore, the model assumption does not
match the task either. The results using this model are shown in Figure 2.2 as thin solid lines.2 The
graph-based models’ average test sample error rate is 36.4%, with an average decision boundary at
0.03 (standard deviation 1.23). The graph-based model is inappropriate for this task and performs
even worse than supervised learning.

As the above example shows, the model assumption plays an important role in semi-supervised
learning. It makes up for the lack of labeled data, and can determine the quality of the predictor.
However, making the right assumptions (or detecting wrong assumptions) remains an open question
in semi-supervised learning. This means the question “which semi-supervised model should I use?”
does not have an easy answer. Consequently, this book will mainly present methodology. Most
chapters will introduce a distinct family of semi-supervised learning models. We start with a simple
semi-supervised classification model: self-training.

2.5 SELF-TRAINING MODELS
Self-training is characterized by the fact that the learning process uses its own predictions to teach
itself. For this reason, it is also called self-teaching or bootstrapping (not to be confused with the
statistical procedure with the same name). Self-training can be either inductive or transductive,
depending on the nature of the predictor f .

Algorithm 2.4. Self-training.

Input: labeled data {(xi , yi)}li=1, unlabeled data {xj }l+u
j=l+1.

1. Initially, let L = {(xi , yi)}li=1 and U = {xj }l+u
j=l+1.

2. Repeat:
3. Train f from L using supervised learning.
4. Apply f to the unlabeled instances in U .

2The graph-based model used here featured a Gaussian-weighted graph (wij = exp
||xi−xj ||2

2σ2 , with σ = 0.1), and predictions
were made using the closed-form harmonic function solution. While this is a transductive method, we calculate the boundary as
the value on the x-axis where the predicted label changes.
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5. Remove a subset S from U ; add {(x, f (x))|x ∈ S} to L.

The main idea is to first train f on labeled data. The function f is then used to predict the
labels for the unlabeled data. A subset S of the unlabeled data, together with their predicted labels,
are then selected to augment the labeled data. Typically, S consists of the few unlabeled instances
with the most confident f predictions. The function f is re-trained on the now larger set of labeled
data, and the procedure repeats. It is also possible for S to be the whole unlabeled data set. In this
case, L and U remain the whole training sample, but the assigned labels on unlabeled instances
might vary from iteration to iteration.

Remark 2.5. Self-Training Assumption The assumption of self-training is that its own predic-
tions, at least the high confidence ones, tend to be correct. This is likely to be the case when the
classes form well-separated clusters.

The major advantages of self-training are its simplicity and the fact that it is a wrapper method.
This means that the choice of learner for f in step 3 is left completely open. For example, the learner
can be a simple kNN algorithm, or a very complicated classifier.The self-training procedure “wraps”
around the learner without changing its inner workings. This is important for many real world tasks
like natural language processing, where the learners can be complicated black boxes not amenable
to changes.

On the other hand, it is conceivable that an early mistake made by f (which is not perfect
to start with, due to a small initial L) can reinforce itself by generating incorrectly labeled data.
Re-training with this data will lead to an even worse f in the next iteration. Various heuristics have
been proposed to alleviate this problem.

Example 2.6. As a concrete example of self-training, we now introduce an algorithm we call
propagating 1-nearest-neighbor and illustrate it using the little green aliens data.

Algorithm 2.7. Propagating 1-Nearest-Neighbor.

Input: labeled data {(xi , yi)}li=1, unlabeled data {xj }l+u
j=l+1, distance function d().

1. Initially, let L = {(xi , yi)}li=1 and U = {xj }l+u
j=l+1.

2. Repeat until U is empty:
3. Select x = argminx∈U minx′∈L d(x, x′).
4. Set f (x) to the label of x’s nearest instance in L. Break ties randomly.
5. Remove x from U ; add (x, f (x)) to L.

This algorithm wraps around a 1-nearest-neighbor classifier. In each iteration, it selects the
unlabeled instance that is closest to any “labeled” instance (i.e., any instance currently in L, some of
which were labeled by previous iterations). The algorithm approximates confidence by the distance
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to the currently labeled data. The selected instance is then assigned the label of its nearest neighbor
and inserted into L as if it were truly labeled data. The process repeats until all instances have been
added to L.

We now return to the data featuring the 100 little green aliens. Suppose you only met one
male and one female alien face-to-face (i.e., labeled data), but you have unlabeled data for the
weight and height of 98 others. You would like to classify all the aliens by gender, so you apply
propagating 1-nearest-neighbor. Figure 2.3 illustrates the results after three particular iterations, as
well as the final labeling of all instances. Note that the original labeled instances appear as large
symbols, unlabeled instances as green dots, and instances labeled by the algorithm as small symbols.
The figure illustrates the way the labels propagate to neighbors, expanding the sets of positive and
negative instances until all instances are labeled. This approach works remarkably well and recovers
the true labels exactly as they appear in Figure 1.3(a). This is because the model assumption—that
the classes form well-separated clusters—is true for this data set.
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Figure 2.3: Propagating 1-nearest-neighbor applied to the 100-little-green-alien data.

We now modify this data by introducing a single outlier that falls directly between the two
classes. An outlier is an instance that appears unreasonably far from the rest of the data. In this case,
the instance is far from the center of any of the clusters. As shown in Figure 2.4, this outlier breaks
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the well-separated cluster assumption and leads the algorithm astray. Clearly, self-training methods
such as propagating 1-nearest-neighbor are highly sensitive to outliers that may lead to propagating
incorrect information. In the case of the current example, one way to avoid this issue is to consider
more than the single nearest neighbor in both selecting the next point to label as well as assigning
it a label.
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Figure 2.4: Propagating 1-nearest-neighbor illustration featuring an outlier: (a) after first few iterations,
(b,c) steps highlighting the effect of the outlier, (d) final labeling of all instances, with the entire rightmost
cluster mislabeled.

This concludes our basic introduction to the motivation behind semi-supervised learning,
and the various issues that a practitioner must keep in mind. We also showed a simple example of
semi-supervised learning to highlight the potential successes and failures. In the next chapter, we
discuss in depth a more sophisticated type of semi-supervised learning algorithm that uses generative
probabilistic models.
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BIBLIOGRAPHICAL NOTES
Semi-supervised learning is a maturing field with extensive literature. It is impossible to cover all
aspects of semi-supervised learning in this introductory book. We try to select a small sample of
widely used semi-supervised learning approaches to present in the next few chapters, but have to
omit many others due to space. We provide a glimpse to these other approaches in Chapter 8.

Semi-supervised learning is one way to address the scarcity of labeled data. We encourage
readers to explore alternative ways to obtain labels. For example, there are ways to motivate human
annotators to produce more labels via computer games [177], the sense of contribution to citizen
science [165], or monetary rewards [3].

Multiple researchers have informally noted that semi-supervised learning does not always help.
Little is written about it, except a few papers like [48, 64]. This is presumably due to “publication
bias,” that negative results tend not to be published.A deeper understanding of when semi-supervised
learning works merits further study.

Yarowsky’s word sense disambiguation algorithm [191] is a well-known early example of self
training. There are theoretical analyses of self-training for specific learning algorithms [50, 80].
However, in general self-training might be difficult to analyze. Example applications of self-training
can be found in [121, 144, 145].
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C H A P T E R 3

Mixture Models and EM
Unlabeled data tells us how the instances from all the classes, mixed together, are distributed. If
we know how the instances from each class are distributed, we may decompose the mixture into
individual classes. This is the idea behind mixture models. In this chapter, we formalize the idea
of mixture models for semi-supervised learning. First we review some concepts in probabilistic
modeling. Readers familiar with machine learning can skip to Section 3.2.

3.1 MIXTURE MODELS FOR SUPERVISED CLASSIFICATION

Example 3.1. Gaussian Mixture Model with Two Components Suppose training data comes
from two one-dimensional Gaussian distributions. Figure 3.1 illustrates the underlying p(x|y) dis-
tributions and a small training sample with only two labeled instances and several unlabeled instances.

negative distribution
positive distribution
optimal decision boundary
unlabeled instance
negative instance
positive instance

Figure 3.1: Two classes forming a mixture model with 1-dimensional Gaussian distribution components.
The dashed curves are p(x|y = −1) and p(x|y = 1), respectively. The labeled and unlabeled instances
are plotted on the x-axis.

Suppose we know that the data comes from two Gaussian distributions, but we do not know
their parameters (the mean, variance, and prior probabilities, which we will define soon). We can
use the data (labeled and unlabeled) to estimate these parameters for both distributions. Note that,
in this example, the labeled data is actually misleading: the labeled instances are both to the right of
the means of the true distributions. The unlabeled data, however, helps us to identify the means of
the two Gaussian distribution. Computationally, we select parameters to maximize the probability
of generating such training data from the proposed model. In particular, the training samples are
more likely if the means of the Gaussians are centered over the unlabeled data, rather than shifted
to the right over the labeled data.
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Formally, let x ∈ X be an instance. We are interested in predicting its class label y. We will
employ a probabilistic approach that seeks the label that maximizes the conditional probability
p(y|x). This conditional probability specifies how likely each class label is, given the instance. By
definition, p(y|x) ∈ [0, 1] for all y, and

∑
y p(y|x) = 1. If we want to minimize classification error,

the best strategy is to always classify x into the most likely class ŷ:1

ŷ = argmax
y

p(y|x). (3.1)

Note that if different types of misclassification (e.g., wrongly classifying a benign tumor as malignant
vs. the other way around) incur different amounts of loss, the above strategy may not be optimal in
terms of minimizing the expected loss.We defer the discussion of loss minimization to later chapters,
but note that it is straightforward to handle loss in probabilistic models.

How do we compute p(y|x)? One approach is to use a generative model , which employs the
Bayes rule:

p(y|x) = p(x|y)p(y)∑
y′ p(x|y′)p(y′)

, (3.2)

where the summation in the denominator is over all class labels y′.p(x|y) is called the class conditional
probability, and p(y) the prior probability. It is useful to illustrate these probability notations using
the alien gender example:

• For a specific alien, x is the (weight, height) feature vector, and p(y|x) is a probability distri-
bution over two outcomes: male or female. That is, p(y = male|x) + p(y = female|x) = 1.
There are infinitely many p(y|x) distributions, one for each feature vector x.

• There are only two class conditional distributions: p(x|y = male) and p(x|y = female). Each
is a continuous (e.g., Gaussian) distribution over feature vectors. In other words, some weight
and height combinations are more likely than others for each gender, and p(x|y) specifies
these differences.

• The prior probabilities p(y = male) and p(y = female) specify the proportions of males and
females in the alien population.

Furthermore, one can hypothetically “generate” i.i.d. instance-label pairs (x, y) from these
probability distributions by repeating the following two steps, hence the name generative model:2

1. Sample y ∼ p(y). In the alien example, one can think of p(y) as the probability of heads of
a biased coin. Flipping the coin then selects a gender.

2. Sample x ∼ p(x|y). In the alien example, this samples a two-dimensional feature vector to
describe an alien of the gender chosen in step 1.

1Note that a “hat” on a variable (e.g., ŷ, θ̂ ) indicates we are referring to an estimated or predicted value.
2An alternative to generative models are discriminative models, which focus on distinguishing the classes without worrying about
the process underlying the data generation.
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We call p(x, y) = p(y)p(x|y) the joint distribution of instances and labels.
As an example of generative models, the multivariate Gaussian distribution is a common

choice for continuous feature vectors x. The class conditional distributions have the probability
density function

p(x|y) = N (x; μy, �y) = 1

(2π)D/2|�y |1/2
exp

(
−1

2
(x − μy)

��−1
y (x − μy)

)
, (3.3)

where μy and �y are the mean vector and covariance matrix, respectively, An example task is image
classification, where x may be the vector of pixel intensities of an image. Images in each class are
modeled by a Gaussian distribution. The overall generative model is called a Gaussian Mixture
Model (GMM).

As another example of generative models, the multinomial distribution

p(x = (x·1, . . . , x·d)|μy) = (
∑D

i=1 x·i )!
x·1! · · · x·D!

D∏
d=1

μ
x·d
yd , (3.4)

where μy is a probability vector, is a common choice for modeling count vectors x. For instance,
in text categorization x is the vector of word counts in a document (the so-called bag-of-words
representation). Documents in each category are modeled by a multinomial distribution.The overall
generative model is called a Multinomial Mixture Model.

As yet another example of generative models,Hidden Markov Models (HMM) are commonly
used to model sequences of instances. Each instance in the sequence is generated from a hidden state,
where the state conditional distribution can be a Gaussian or a multinomial, for example. In addition,
HMMs specify the transition probability between states to form the sequence. Learning HMMs
involves estimating the conditional distributions’ parameters and transition probabilities. Doing so
makes it possible to infer the hidden states responsible for generating the instances in the sequences.

Now we know how to do classification once we have p(x|y) and p(y), but the problem remains
to learn these distributions from training data. The class conditional p(x|y) is often determined by
some model parameters, for example, the mean μ and covariance matrix � of a Gaussian distribution.
For p(y), if there are C classes we need to estimate C − 1 parameters: p(y = 1), . . . , p(y = C − 1).
The probability p(y = C) is constrained to be 1 − ∑C−1

c=1 p(y = c) since p(y) is normalized. We
will use θ to denote the set of all parameters in p(x|y) and p(y). If we want to be explicit, we use
the notation p(x|y, θ) and p(y|θ). Training amounts to finding a good θ . But how do we define
goodness?

One common criterion is the maximum likelihood estimate (MLE). Given training data D, the
MLE is

θ̂ = argmax
θ

p(D|θ) = argmax
θ

log p(D|θ). (3.5)

That is, the MLE is the parameter under which the data likelihood p(D|θ) is the largest. We often
work with log likelihood log p(D|θ) instead of the straight likelihood p(D|θ). They yield the same
maxima since log() is monotonic, and log likelihood will be easier to handle.
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In supervised learning when D = {(xi , yi)}li=1, the MLE is usually easy to find. We can
rewrite the log likelihood as

log p(D|θ) = log
l∏

i=1

p(xi , yi |θ) =
l∑

i=1

log p(yi |θ)p(xi |yi, θ), (3.6)

where we used the fact that the probability of a set of i.i.d. events is the product of individual
probabilities. Finding an MLE is an optimization problem to maximize the log likelihood. In
supervised learning, the optimization problem is often straightforward and yields intuitive MLE
solutions, as the next example shows.
Example 3.2. MLE for Gaussian Mixture Model, All Labeled Data We now present the
derivation for the maximum likelihood estimate for a 2-class Gaussian mixture model when
D = {(xi , yi)}li=1. We begin by setting up the constrained optimization problem

θ̂ = argmax
θ

log p(D|θ) s.t.
2∑

j=1

p(yj |θ) = 1, (3.7)

where we enforce the constraint that the class priors must sum to 1. We next introduce a Lagrange
multiplier β to form the Lagrangian (see [99] for a tutorial on Lagrange multipliers)

�(θ, β) = log p(D|θ) − β(

2∑
j=1

p(yj |θ) − 1)

= log
l∏

i=1

p(xi , yi |θ) − β(

2∑
j=1

p(yj |θ) − 1)

=
l∑

i=1

log p(yi |θ)p(xi |yi, θ) − β(

2∑
j=1

p(yj |θ) − 1)

=
l∑

i=1

log πi +
l∑

i=1

log N (xi; μyi
, �yi

) − β(

2∑
j=1

πj − 1),

where πj , μj , �j for j ∈ {1, 2} are the class priors and Gaussian means and covariance matrices.We
compute the partial derivatives with respect to all the parameters. We then set each partial derivative
to zero to obtain the intuitive closed-form MLE solution:

∂�

∂β
=

2∑
j=1

πj − 1 = 0 ⇒
2∑

j=1

πj = 1. (3.8)

Clearly, the β Lagrange multiplier’s role is to enforce the normalization constraint on the class priors.

∂�

∂πj

=
∑

i:yi=j

1

πj

− β = lj

πj

− β = 0 ⇒ πj = lj

β
= lj

l
, (3.9)
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where lj is the number of instances in class j . Note that we find β = l by substituting (3.9) into
(3.8) and rearranging. In the end, we see that the MLE for the class prior is simply the fraction of
instances in each class. We next solve for the class means. For this we need to use the derivatives
with respect to the vector μj . In general, let v be a vector and A a square matrix of the appropriate
size, we have ∂

∂v
v�Av = 2Av. This leads to

∂�

∂μj

= ∂

∂μj

∑
i:yi=j

−1

2
(xi − μj)

��−1
j (xi − μj)

=
∑

i:yi=j

�−1
j (xi − μj) = 0 ⇒ μj = 1

lj

∑
i:yi=j

xi . (3.10)

We see that the MLE for each class mean is simply the class’s sample mean. Finally, the MLE
solution for the covariance matrices is

�j = 1

lj

∑
i:yi=j

(xi − μj)(xi − μj)
�, (3.11)

which is the sample covariance for the instances of that class.

3.2 MIXTURE MODELS FOR SEMI-SUPERVISED CLASSIFI-
CATION

In semi-supervised learning, D consists of both labeled and unlabeled data. The likelihood depends
on both the labeled and unlabeled data—this is how unlabeled data might help semi-supervised
learning in mixture models. It is no longer possible to solve the MLE analytically. However, as we
will see in the next section, one can find a local maximum of the parameter estimate using an iterative
procedure known as the EM algorithm.

Since the training data consists of both labeled and unlabeled data, i.e., D =
{(x1, y1), . . . , (xl , yl), xl+1, . . . , xl+u}, the log likelihood function is now defined as

log p(D|θ) = log

⎛
⎝ l∏

i=1

p(xi , yi |θ)

l+u∏
i=l+1

p(xi |θ)

⎞
⎠ (3.12)

=
l∑

i=1

log p(yi |θ)p(xi |yi, θ) +
l+u∑

i=l+1

log p(xi |θ). (3.13)

The essential difference between this semi-supervised log likelihood (3.13) and the previous super-
vised log likelihood (3.6) is the second term for unlabeled instances. We call p(x|θ) the marginal
probability, which is defined as

p(x|θ) =
C∑

y=1

p(x, y|θ) =
C∑

y=1

p(y|θ)p(x|y, θ). (3.14)
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It is the probability of generating x from any of the classes. The marginal probabilities therefore
account for the fact that we know which unlabeled instances are present, but not which classes they
belong to. Semi-supervised learning in mixture models amounts to finding the MLE of (3.13).
The only difference between supervised and semi-supervised learning (for mixture models) is the
objective function being maximized. Intuitively, a semi-supervised MLE θ̂ will need to fit both the
labeled and unlabeled instances. Therefore, we can expect it to be different from the supervised
MLE.

The unobserved labels yl+1, . . . , yl+u are called hidden variables. Unfortunately, hidden vari-
ables can make the log likelihood (3.13) non-concave and hard to optimize.3 Fortunately, there are
several well studied optimization methods which attempt to find a locally optimal θ . We will present
a particularly important method, the Expectation Maximization (EM) algorithm, in the next sec-
tion. For Gaussian Mixture Models (GMMs), Multinomial Mixture Models, HMMs, etc., the EM
algorithm has been the de facto standard optimization technique to find an MLE when unlabeled
data is present. The EM algorithm for HMMs even has its own name: the Baum-Welch algorithm.

3.3 OPTIMIZATION WITH THE EM ALGORITHM∗

Recall the observed data is D = {(x1, y1), . . . , (xl , yl), xl+1, . . . , xl+u}, and let the hidden data be
H = {yl+1, . . . , yl+u}. Let the model parameter be θ . The EM algorithm is an iterative procedure
to find a θ that locally maximizes p(D|θ).

Algorithm 3.3. The Expectation Maximization (EM) Algorithm in General.

Input: observed data D, hidden data H, initial parameter θ(0)

1. Initialize t = 0.
2. Repeat the following steps until p(D|θ(t)) converges:
3. E-step: compute q(t)(H) ≡ p(H|D, θ(t))

4. M-step: find θ(t+1) that maximizes
∑

H q(t)(H) log p(D,H|θ(t+1))

5. t = t + 1
Output: θ(t)

We comment on a few important aspects of the EM algorithm:

• q(t)(H) is the hidden label distribution. It can be thought of as assigning “soft labels” to the
unlabeled data according to the current model θ(t).

• It can be proven that EM improves the log likelihood log p(D|θ) at each iteration. However,
EM only converges to a local optimum. That is, the θ it finds is only guaranteed to be the best
within a neighborhood in the parameter space; θ may not be a global optimum (the desired

3The reader is invited to form the Lagrangian and solve the zero partial derivative equations. The parameters will end up on both
sides of the equation, and there will be no analytical solution for the MLE θ̂ .
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MLE). The complete proof is beyond the scope of this book and can be found in standard
textbooks on EM. See the references in the bibliographical notes.

• The local optimum to which EM converges depends on the initial parameter θ(0). A common
choice of θ(0) is the MLE on the small labeled training data.

The above general EM algorithm needs to be specialized for specific generative models.

Example 3.4. EM for a 2-class GMM with Hidden Variables We illustrate the EM algorithm
on a simple GMM generative model. In this special case, the observed data is simply a sample of
labeled and unlabeled instances. The hidden variables are the labels of the unlabeled instances. We
learn the parameters of two Gaussians to fit the data using EM as follows:

Algorithm 3.5. EM for GMM.

Input: observed data D = {(x1, y1), . . . , (xl , yl), xl+1, . . . , xl+u}
1. Initialize t = 0 and θ(0) = {π(0)

j , μ
(0)
j , �

(0)
j }j∈{1,2} to the MLE estimated from labeled data.

2. Repeat until the log likelihood log p(D|θ) converges:
3. E-step: For all unlabeled instances i ∈ {l + 1, . . . , l + u}, j ∈ {1, 2}, compute

γij ≡ p(yj |xi , θ
(t)) = π

(t)
j N (xi; μ

(t)
j , �

(t)
j )∑2

k=1 π
(t)
k N (xi; μ

(t)
k , �

(t)
k )

. (3.15)

For labeled instances, define γij = 1 if yi = j , and 0 otherwise.
4. M-step: Find θ(t+1) using the current γij . For j ∈ {1, 2},

lj =
l+u∑
i=1

γij (3.16)

μ
(t+1)
j = 1

lj

l+u∑
i=1

γij xi (3.17)

�
(t+1)
j = 1

lj

l+u∑
i=1

γij (xi − μ
(t+1)
j )(xi − μ

(t+1)
j )� (3.18)

π
(t+1)
j = lj

l + u
(3.19)

5. t = t + 1
Output: {πj , μj , �j }j={1,2}

Note that the algorithm begins by finding the MLE of the labeled data alone.The E-step then
computes the γ values, which can be thought of as soft assignments of class labels to instances.These
are sometimes referred to as “responsibilities” (i.e., class 1 is responsible for xi with probability γi1).
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The M-step updates the model parameters using the current γ values as weights on the unlabeled
instances. If we think of the E-step as creating fractional labeled instances split between the classes,
then the M-step simply computes new MLE parameters using these fractional instances and the
labeled data. The algorithm stops when the log likelihood (3.13) converges (i.e., stops changing
from one iteration to the next). The data log likelihood in the case of a mixture of two Gaussians is

log p(D|θ) =
l∑

i=1

log πyi
N (xi; μyi

, �yi
) +

l+u∑
i=l+1

log
2∑

j=1

πjN (xi; μj , �j ), (3.20)

where we have marginalized over the two classes for the unlabeled data.

It is instructive to note the similarity between EM and self-training. EM can be viewed as a
special form of self-training, where the current classifier θ would label the unlabeled instances with
all possible labels, but each with fractional weights p(H|D, θ). Then all these augmented unlabeled
data, instead of the top few most confident ones, are used to update the classifier.

3.4 THE ASSUMPTIONS OF MIXTURE MODELS
Mixture models provide a framework for semi-supervised learning in which the role of unlabeled
data is clear. In practice, this form of semi-supervised learning can be highly effective if the generative
model is (nearly) correct. It is worth noting the assumption made here:

Remark 3.6. Mixture Model Assumption The data actually comes from the mixture model,where
the number of components, prior p(y), and conditional p(x|y) are all correct.

Unfortunately, it can be difficult to assess the model correctness since we do not have much
labeled data. Many times one would choose a generative model based on domain knowledge and/or
mathematical convenience. However, if the model is wrong, semi-supervised learning could actually
hurt performance. In this case, one might be better off to use only the labeled data and perform
supervised learning instead. The following example shows the effect of an incorrect model.

Example 3.7. An Incorrect Generative Model Suppose a dataset contains four clusters of data,
two of each class. This dataset is shown in Figure 3.2. The correct decision boundary is a horizontal
line along the x-axis. Clearly, the data is not generated from two Gaussians. If we insist that each
class is modeled by a single Gaussian, the results may be poor. Figure 3.3 illustrates this point by
comparing two possible GMMs fitting this data. In panel (a), the learned model fits the unlabeled
quite well (having high log likelihood), but predictions using this model will result in approximately
50% error. In contrast, the model shown in panel (b) will lead to much better accuracy. However, (b)
would not be favored by the EM algorithm since it has a lower log likelihood.

As mentioned above, we may be better off using only labeled data and supervised learning
in this case. If we have labeled data in the bottom left cluster and top right cluster, the supervised
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Figure 3.2: Two classes in four clusters (each a 2-dimensional Gaussian distribution).
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Figure 3.3: (a) Good fit under the wrong model assumption. The decision boundary is vertical, thus
producing mass misclassification. (b) Worse fit under the wrong model assumption. However, the decision
boundary is correct.

decision boundary would be approximately the line y = −x, which would result in only about 25%
error.

There are a number of ways to alleviate the danger of using the wrong model. One obvious
way is to refine the model to fit the task better, which requires domain knowledge. In the above
example, one might model each class itself as a GMM with two components, instead of a single
Gaussian.

Another way is to de-emphasize the unlabeled data, in case the model correctness is uncer-
tain. Specifically, we scale the contribution from unlabeled data in the semi-supervised log likeli-



30 CHAPTER 3. MIXTURE MODELS AND EM

hood (3.13) by a small positive weight λ < 1:

l∑
i=1

log p(yi |θ)p(xi |yi, θ) + λ

l+u∑
i=l+1

log p(xi |θ). (3.21)

As λ → 0, the influence of unlabeled data vanishes and one recovers the supervised learning objective.

3.5 OTHER ISSUES IN GENERATIVE MODELS
When defining a generative model, identifiability is a desirable property. A model is identifiable if
p(x|θ1) = p(x|θ2) ⇐⇒ θ1 = θ2, up to a permutation of mixture component indices. That is, two
models are considered equivalent if they differ only by which component is called component one,
which is called component two, and so on. That is to say, there is a unique (up to permutation)
model θ that explains the observed unlabeled data. Therefore, as the size of unlabeled data grows,
one can hope to accurately recover the mixing components. For instance, GMMs are identifiable,
while some other models are not. The following example shows an unidentifiable model and why it
is not suitable for semi-supervised learning.

Example 3.8. An Unidentifiable Generative Model Assume the component model p(x|y) is
uniform for y ∈ {+1, −1}. Let us try to use semi-supervised learning to learn the mixture of uniform
distributions. We are given a large amount of unlabeled data, such that we know p(x) is uniform
in [0, 1]. We also have 2 labeled data points (0.1, −1), (0.9, +1). Can we determine the label for
x = 0.5?

The answer turns out to be no. With our assumptions, we cannot distinguish the following
two models (and infinitely many others):

p(y = −1) = 0.2, p(x|y = −1) = unif(0, 0.2), p(x|y = 1) = unif(0.2, 1) (3.22)
p(y = −1) = 0.6, p(x|y = −1) = unif(0, 0.6), p(x|y = 1) = unif(0.6, 1) (3.23)

Both models are consistent with the unlabeled data and the labeled data, but the first model predicts
label y = 1 at x = 0.5, while the second model predicts y = −1. This is illustrated by Figure 3.4.

Another issue with generative models is local optima. Even if the model is correct and iden-
tifiable, the log likelihood (3.13) as a function of model parameters θ is, in general, non-concave.
That is, there might be multiple “bumps” on the surface.The highest bump corresponds to the global
optimum, i.e., the desired MLE. The other bumps are local optima. The EM algorithm is prone to
being trapped in a local optimum. Such local optima might lead to inferior performance. A standard
practice against local optima is random restart , in which the EM algorithm is run multiple times.
Each time EM starts from a different random initial parameter θ(0). Finally, the log likelihood that
EM converges to in each run is compared.The θ that correspond to the best log likelihood is selected.
It is worth noting that random restart does not solve the local optima problem—it only alleviates
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Figure 3.4: An example of unidentifiable models. Even if we know p(x) is a mixture of two uniform
distributions, we cannot uniquely identify the two components. For instance, the two mixtures produce
the same p(x), but they classify x = 0.5 differently. Note the height of each distribution represents a
probability density (which can be greater than 1), not probability mass. The area under each distribution
is 1.

it. Selecting a better θ(0) that is more likely to lead to the global optimum (or simply a better local
optimum) is another heuristic method, though this may require domain expertise.

Finally,we note that the goal of optimization for semi-supervised learning with mixture models
is to maximize the log likelihood (3.13). The EM algorithm is only one of several optimization
methods to find a (local) optimum. Direct optimization methods are possible, too, for example
quasi-Newton methods like L-BFGS [115].

3.6 CLUSTER-THEN-LABEL METHODS
We have used the EM algorithm to identify the mixing components from unlabeled data. Recall
that unsupervised clustering algorithms can also identify clusters from unlabeled data. This suggests
a natural cluster-then-label algorithm for semi-supervised classification.

Algorithm 3.9. Cluster-then-Label.

Input: labeled data (x1, y1), . . . , (xl , yl), unlabeled data xl+1, . . . , xl+u,
a clustering algorithm A, and a supervised learning algorithm L

1. Cluster x1, . . . , xl+u using A.
2. For each resulting cluster, let S be the labeled instances in this cluster:
3. If S is non-empty, learn a supervised predictor from S: fS = L(S).

Apply fS to all unlabeled instances in this cluster.
4. If S is empty, use the predictor f trained from all labeled data.
Output: labels on unlabeled data yl+1, . . . , yl+u.
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Figure 3.5: Cluster-then-label results using single linkage hierarchical agglomerative clustering (A) and
majority vote (L).

In step 1, the clustering algorithm A is unsupervised. In step 2, we learn one supervised
predictor using the labeled instances that fall into each cluster, and use the predictor to label the
unlabeled instances in that cluster. One can use any clustering algorithm A and supervised learner L.
It is worth noting that cluster-then-label does not necessarily involve a probabilistic mixture model.

The following example shows cluster-then-label with Hierarchical Agglomerative Clustering
for A, and simple majority vote within each cluster for L.

Example 3.10. Cluster-then-Label with Hierarchical Agglomerative Clustering In this exam-
ple, we apply the cluster-then-label approach to the aliens data from Chapter 1. For step 1, we use
hierarchical agglomerative clustering (Algorithm 1.1) with Euclidean distance as the underlying
distance function, and the single linkage method to determine distances between clusters. Because
the labeled data contains only two classes, we heuristically stop the algorithm once only two clusters
remain. Steps 2–4 of cluster-then-label find the majority label within each cluster, and assign this
label to all unlabeled instances in the cluster.

Figure 3.5 shows the original partially labeled data, the two clusters, and the final labels
predicted for all the data. In this case, because the clusters coincide with the true labeling of the data,
we correctly classify all unlabeled instances. The lines between instances in the center panel indicate
the linkages responsible for merging clusters until only two remain.

It turns out that using single linkage is critically important here, where the natural clusters
are long and skinny. A different choice—e.g., complete linkage clustering—tends to form rounder
clusters. When applied to this data, complete linkage produces the results shown in Figure 3.6. The
clusters found by complete linkage do not match up with the true labeling of the data. In fact, both
labeled instances end up in the same cluster. Because there is no majority label in either cluster,
the majority vote algorithm ends up breaking ties randomly, thus assigning random labels to all
unlabeled instances.

The point of this example is not to show that complete linkage is bad and single linkage is
good. In fact, it could have been the other way around for other datasets! Instead, the example is
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Figure 3.6: Cluster-then-label results using complete linkage hierarchical agglomerative clustering.This
clustering result does not match the true labeling of the data.

meant to highlight the sensitivity of semi-supervised learning to its underlying assumptions—in this
case, that the clusters coincide with decision boundaries. If this assumption is incorrect, the results
can be poor.

This chapter introduced mixture models and the expectation maximization (EM) algorithm
for semi-supervised learning. We also reviewed some of the common issues faced when using gener-
ative models. Finally, we presented a non-probabilistic, cluster-then-label approach using the same
intuition behind mixture models: the unlabeled data helps identify clusters in the input space that
correspond to each class. In the next chapter,we turn to a different semi-supervised learning approach
known as co-training, which uses a very different intuition involving multiple feature representations
of instances.

BIBLIOGRAPHICAL NOTES
The theoretical value of labeled and unlabeled data in the context of parametric mixture models has
been analyzed as early as in [30, 142]. Under certain conditions [62, 161], theoretic analysis also
justifies the Cluster-then-Label procedure [59, 52, 74]. It has also been noted that if the mixture
model assumption is wrong, unlabeled data can in fact hurt performance [48].

In a seminal empirical paper [135], Nigam et al. applied mixture of multinomial distributions
for semi-supervised learning to the task of text document categorization. Since then, similar algo-
rithms have been successfully applied to other tasks [13, 66, 67]. Some variations, which use more
than one mixture components per class, or down-weight unlabeled data relative to labeled data, can
be found in [28, 43, 128, 135, 152].

The EM algorithm was originally described in [60]. More recent interpretations can be found
in, e.g., [19]. Some discussions on identifiability in the context of semi-supervised learning can be
found in [43, 125, 142]. Local optima issues can be addressed by smart choice of starting point using
active learning [133].
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Co-Training
4.1 TWO VIEWS OF AN INSTANCE
Consider the supervised learning task of named entity classification in natural language processing.
A named entity is a proper name such as “Washington State” or “Mr. Washington.” Each named
entity has a class label depending on what it is referring to. For simplicity, we assume there are
only two classes: Person or Location. The goal of named entity classification is to assign the
correct label to each entity, for example, Location to “Washington State” and Person to “Mr.
Washington.” Named entity classification is obviously a classification problem, to predict the class
y from the features x. Our focus is not on the details of training supervised classifiers that work
on strings. (Basically, it involves some form of partial string matching. The details can be found in
the bibliographical notes.) Instead, we focus on named entity classification as one example task that
involves instances with a special structure that lends itself well to semi-supervised learning.

An instance of a named entity can be represented by two distinct sets of features. The first is
the set of words that make up the named entity itself. The second is the set of words in the context
in which the named entity occurs. In the following examples the named entity is in parentheses, and
the context is underlined:

instance 1: . . . headquartered in (Washington State) . . .

instance 2: . . . (Mr. Washington), the vice president of . . .

Formally, each named entity instance is represented by two views (sets of features): the words in
itself x(1), and the words in its context x(2). We write x = [x(1), x(2)].

As another example of views, consider Web page classification into Student or Faculty
Web pages. In this task, the first view x(1) can be the words on the Web page in question.The second
view x(2) can be the words in all the hyperlinks that point to the Web page.

Going back to the named entity classification task, let us assume we only have these two
labeled instances in our training data:

instance x(1) x(2) y

1. Washington State headquartered in Location
2. Mr. Washington vice president Person

This labeled training sample seems woefully inadequate: we know that there are many other ways
to express a location or person. For example,

. . . (Robert Jordan), a partner at . . .

. . . flew to (China) . . .
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Because these latter instances are not covered by the two labeled instances in our training
sample, a supervised learner will not be able to classify them correctly. It seems that a very large
labeled training sample is necessary to cover all the variations in location or person expressions. Or
is it?

4.2 CO-TRAINING
It turns out that one does not need a large labeled training sample for this task. It is sufficient to have
a large unlabeled training sample, which is much easier to obtain. Let us say we have the following
unlabeled instances:

instance 3: . . . headquartered in (Kazakhstan) . . .

instance 4: . . . flew to (Kazakhstan) . . .

instance 5: . . . (Mr. Smith), a partner at Steptoe & Johnson . . .

It is illustrative to inspect the features of the labeled and unlabeled instances together:

instance x(1) x(2) y

1. Washington State headquartered in Location
2. Mr. Washington vice president Person
3. Kazakhstan headquartered in ?
4. Kazakhstan flew to ?
5. Mr. Smith partner at ?

One may reason about the data in the following steps:

1. From labeled instance 1, we learn that “headquartered in” is a context that seems to indicate
y =Location.

2. If this is true, we infer that “Kazakhstan” must be a Location since it appears with the same
context “headquartered in” in instance 3.

3. Since instance 4 is also about “Kazakhstan,” it follows that its context “flew to” should indicate
Location.

4. At this point, we are able to classify “China” in “flew to (China)” as a Location, even though
neither “flew to” nor “China” appeared in the labeled data!

5. Similarly, by matching “Mr. *” in instances 2 and 5, we learn that “partner at” is a context for
y =Person. This allows us to classify “(Robert Jordan), a partner at” as Person, too.

This process bears a strong resemblance to the self-training algorithm in Section 2.5, where a
classifier uses its most confident predictions on unlabeled instances to teach itself. There is a critical
difference, though: we implicitly used two classifiers in turn. They operate on different views of an
instance: one is based on the named entity string itself (x(1)), and the other is based on the context
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string (x(2)). The two classifiers teach each other. One can formalize this process into a Co-Training
algorithm.
Algorithm 4.1. Co-Training.

Input: labeled data {(xi , yi)}li=1, unlabeled data {xj }l+u
j=l+1, a learning speed k.

Each instance has two views xi = [x(1)
i , x(2)

i ].
1. Initially let the training sample be L1 = L2 = {(x1, y1), . . . , (xl , yl)}.
2. Repeat until unlabeled data is used up:
3. Train a view-1 classifier f (1) from L1, and a view-2 classifier f (2) from L2.
4. Classify the remaining unlabeled data with f (1) and f (2) separately.
5. Add f (1)’s top k most-confident predictions (x, f (1)(x)) to L2.

Add f (2)’s top k most-confident predictions (x, f (2)(x)) to L1.
Remove these from the unlabeled data.

Note f (1) is a view-1 classifier: although we give it the complete feature x, it only pays attention
to the first view x(1) and ignores the second view x(2). f (2) is the other way around. They each
provide their most confident unlabeled-data predictions as the training data for the other view. In
this process, the unlabeled data is eventually exhausted.

Co-training is a wrapper method.That is to say, it does not matter what the learning algorithms
are for the two classifiers f (1) and f (2). The only requirement is that the classifiers can assign a
confidence score to their predictions.The confidence score is used to select which unlabeled instances
to turn into additional training data for the other view. Being a wrapper method, Co-Training is
widely applicable to many tasks.

4.3 THE ASSUMPTIONS OF CO-TRAINING
Co-Training makes several assumptions.The most obvious one is the existence of two separate views
x = [x(1), x(2)]. For a general task, the features may not naturally split into two views. To apply Co-
Training in this case, one can randomly split the features into two artificial views. Assuming there
are two views, the success of Co-Training depends on the following two assumptions:
Remark 4.2. Co-Training Assumptions

1. Each view alone is sufficient to make good classifications, given enough labeled data.

2. The two views are conditionally independent given the class label.

The first assumption is easy to understand. It not only requires that there are two views, but
two good ones. The second assumption is subtle but strong. It states that

P(x(1)|y, x(2)) = P(x(1)|y)

P (x(2)|y, x(1)) = P(x(2)|y). (4.1)
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In other words, if we know the true label y, then knowing one view (e.g., x(2)) does not affect
what we will observe for the other view (it will simply be P(x(1)|y)). To illustrate the second
assumption, consider our named entity classification task again. Let us collect all instances with true
label y =Location. View 1 of these instances will be Location named entity strings, i.e., x(1) ∈
{Washington State, Kazakhstan, China, . . .}.The frequency of observing these named entities, given
y =Location, is described by P(x(1)|y). These named entities are associated with various contexts.
Now let us select any particular context, say x(2) =“headquartered in,” and consider the instances
with this context and y =Location. If conditional independence holds, in these instances we will
again find all those named entities {Washington State, Kazakhstan, China, . . .} with the same
frequencies as indicated by P(x(1)|y). In other words, the context “headquartered in” does not favor
any particular location.

Why is the conditional independence assumption important for Co-Training? If the view-2
classifier f (2) decides that the context “headquartered in” indicates Location with high confidence,
Co-Training will add unlabeled instances with that context as view-1 training examples. These new
training examples for f (1) will include all representative Location named entities x(1), thanks to
the conditional independence assumption. If the assumption didn’t hold, the new examples could all
be highly similar and thus be less informative for the view-1 classifier. It can be shown that if the two
assumptions hold, Co-Training can learn successfully from labeled and unlabeled data. However,
it is actually difficult to find tasks in practice that completely satisfy the conditional independence
assumption. After all, the context “Prime Minister of ” practically rules out most locations except
countries.When the conditional independence assumption is violated,Co-Training may not perform
well.

There are several variants of Co-Training. The original Co-Training algorithm picks the
top k most confident unlabeled instances in each view, and augments them with predicted labels.
In contrast, the so-called Co-EM algorithm is less categorical. Co-EM maintains a probabilistic
model P(y|x(v); θ(v)) for views v = 1, 2. For each unlabeled instance x = [x(1), x(2)], view 1 virtually
splits it into two copies with opposite labels and fractional weights: (x, y = 1) with weight P(y =
1|x(1); θ(1)) and (x, y = −1) with weight 1 − P(y = 1|x(1); θ(1)). View 1 then adds all augmented
unlabeled instances to L2. This is equivalent to the E-step in the EM algorithm. The same is true
for view 2. Each view’s parameter θ(v) is then updated, which corresponds to the M-step, except
that the expectations are from the other view. For certain tasks, Co-EM empirically performs better
than Co-Training.

4.4 MULTIVIEW LEARNING∗

The Co-Training algorithm is a means to an end: making the two classifiers f (1) and f (2) agree
(i.e., predict the same label) on the unlabeled data. Such agreement is justified by learning theory,
which is beyond the scope of this book, but the intuition is simple: there are not many candidate
predictors that can agree on unlabeled data in two views, so the so-called hypothesis space is small.
If a candidate predictor in this small hypothesis space also fits the labeled data well, it is less likely
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to be overfitting, and can be expected to be a good predictor. In this section we discuss some other
algorithms which explicitly enforce hypothesis agreement, without requiring explicit feature splits
or the iterative mutual-teaching procedure. To understand these algorithms, we need to introduce
the regularized risk minimization framework for machine learning.

Recall that, in general, we can define a loss function to specify the cost of mistakes in prediction:

Definition 4.3. Loss Function. Let x ∈ X be an instance, y ∈ Y its true label, and f (x) our
prediction. A loss function c(x, y, f (x)) ∈ [0, ∞) measures the amount of loss, or cost, of this
prediction.

For example, in regression we can define the squared loss c(x, y, f (x)) = (y − f (x))2. In
classification we can define the 0/1 loss as c(x, y, f (x)) = 1 if y 
= f (x), and 0 otherwise. The
loss function can be different for different types of misclassification. In medical diagnosis we
might use c(x, y = healthy, f (x) = diseased) = 1 and c(x, y = diseased, f (x) = healthy) = 100.
The loss function can also depend on the instance x: The same amount of medical prediction error
might incur a higher loss on an infant than on an adult.

Definition 4.4. Empirical Risk. The empirical risk of f is the average loss incurred by f on a
labeled training sample: R̂(f ) = 1

l

∑l
i=1 c(xi , yi, f (xi )).

Applying the principle of empirical risk minimization (ERM)—finding the f that minimizes
the empirical risk—may seem like a natural thing to do:

f ERM = argmin
f ∈F

R̂(f ), (4.2)

where F is the set of all hypotheses we consider. For classification with 0/1 loss, ERM amounts to
minimize the training sample error.

However, f ERM can overfit the particular training sample. As a consequence, f ERM is not
necessarily the classifier in F with the smallest true risk on future data. One remedy is to regularize
the empirical risk by a regularizer �(f ). The regularizer �(f ) is a non-negative functional, i.e.,
it takes a function f as input and outputs a non-negative real value. The value is such that if f is
“smooth” or “simple” in some sense, �(f ) will be close to zero; if f is too zigzagged (i.e., it overfits
and attempts to pass through all labeled training instances), �(f ) is large.

Definition 4.5. Regularized Risk. The regularized risk is the weighted sum of the empirical risk
and the regularizer,with weightλ ≥ 0: R̂(f ) + λ�(f ).The principle of regularized risk minimization
is to find the f that minimizes the regularized risk:

f ∗ = argmin
f ∈F

R̂(f ) + λ�(f ). (4.3)
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The success of regularized risk minimization depends on the regularizer �(f ). Different
regularizers imply different assumptions of the task. For example, a commonly used regularizer
for f (x) = w�x is �(f ) = 1

2‖w‖2. This particular regularizer penalizes the squared norm of the
parameters w. It is helpful to view f as a point whose coordinates are determined by w in the
parameter space. An equivalent form for the optimization problem in (4.3) is

min
f ∈F

R̂(f )

subject to �(f ) ≤ s,

where s is determined by λ. It becomes clear that the regularizer constrains the radius of the ball in
the parameter space. Within the ball, the f that best fits the training data is chosen. This controls
the complexity of f , and prevents overfitting.

Importantly, for semi-supervised learning, one can often define the regularizer �(f ) using
the unlabeled data. For example,

�(f ) = �SL(f ) + λ′�SSL(f ), (4.4)

where �SL(f ) is a supervised regularizer, and �SSL(f ) is a semi-supervised regularizer that depends
on the unlabeled data. When �SSL(f ) indeed fits the task, such regularization can produce a better
f ∗ than that produced by �SL(f ) alone. We will next show how to define �SSL(f ) to encourage
agreement among multiple hypotheses, and discuss other forms of �SSL(f ) in later chapters.

We are now ready to introduce multiview learning. We assume the algorithm has access to
k separate learners. It is possible, but not necessary, for each learner to use a subset of the features
of an instance x. This is the generalization of Co-Training to k views, hence the name multiview.
Alternatively, the learners might be of different types (e.g., decision tree, neural network, etc.) but
take the same features of x as input. This is similar to the so-called ensemble method. In either
case, the goal is for the k learners to produce hypotheses f ∗

1 , . . . , f ∗
k to minimize the following

regularized risk:

(f ∗
1 , . . . , f ∗

k ) = argminf1,...,fk

k∑
v=1

(
l∑

i=1

c(xi , yi, fv(xi )) + λ1�SL(fv)

)

+λ2

k∑
u,v=1

l+u∑
i=l+1

c(xi , fu(xi ), fv(xi )). (4.5)

The intuition is for each hypothesis to not only minimize its own empirical risk, but also agree
with all the other hypotheses. The first part of the multiview regularized risk is simply the sum
of individual (supervised) regularized risks. The second part defines a semi-supervised regularizer,
which measures the disagreement of those k hypotheses on unlabeled instances:

�SSL(f1, . . . , fk) =
k∑

u,v=1

l+u∑
i=l+1

c(xi , fu(xi ), fv(xi )). (4.6)
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The pairwise disagreement is defined as the loss on an unlabeled instance xi when pretending fu(xi)

is the label and fv(xi) is the prediction. Such disagreement is to be minimized. The final prediction
for input x is the label least objected to by all the hypotheses:

y(x) = argmin
y∈Y

k∑
v=1

c(x, y, f ∗
v (x)). (4.7)

Different c and �SL lead to different instantiations of multiview learning.We give a concrete example
below.

Example 4.6. Two-View Linear Ridge Regression Let each instance have two views x =
[x(1), x(2)]. Consider two linear regression functions f (1)(x) = w�x(1), f (2)(x) = v�x(2). Let the
loss function be c(x, y, f (x)) = (y − f (x))2. Let the supervised regularizers be �SL(f (1)) = ‖w‖2,
�SL(f (2)) = ‖v‖2. This particular form of regularization, i.e., penalizing the �2 norm of the pa-
rameter, is known as ridge regression. The regularized risk minimization problem is

min
w,v

l∑
i=1

(yi − w�x(1)
i )2 +

l∑
i=1

(yi − v�x(2)
i )2 + λ1‖w‖2 + λ1‖v‖2

+λ2

l+u∑
i=l+1

(w�x(1)
i − v�x(2)

i )2. (4.8)

The solution can be found by setting the gradient to zero and solving a system of linear equations.

What is the assumption behind multiview learning? In a regularized risk framework, the
assumption is encoded in the regularizer �SSL (4.6) to be minimized. That is, multiple hypotheses
f1, . . . , fk should agree with each other. However, agreement alone is not sufficient. Consider the
following counter-example: Replicate the feature k times to create k identical “views.” Also replicate
the hypotheses f1 = . . . = fk . By definition they all agree, but this does not guarantee that they are
any better than single-view learning (in fact the two are the same). The key insight is that the set of
agreeing hypotheses need to additionally be a small subset of the hypothesis space F . In contrast,
the duplicating hypotheses in the counter-example still occupy the whole hypothesis space F .

Remark 4.7. Multiview Learning Assumption Multiview learning is effective, when a set of
hypotheses f1, . . . , fk agree with each other. Furthermore, there are not many such agreeing sets,
and the agreeing set happens to have a small empirical risk.

This concludes our discussion of co-training and multiview learning techniques.These models
use multiple views or classifiers, in conjunction with unlabeled data, in order to reduce the size of
the hypothesis space. We also introduced the regularized risk minimization framework for machine
learning, which will appear again in the next two chapters on graph-based methods and semi-
supervised support vector machines.
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BIBLIOGRAPHICAL NOTES
Co-Training was proposed by Blum and Mitchell [22, 129]. For simplicity, the algorithm presented
here is slightly different from the original version. Further theoretical analysis of Co-Training can be
found in [12, 10, 53]. Co-training has been applied to many tasks. For examples, see [41] and [93] on
named entity classification in text processing. There are also many variants of co-training, including
the Co-EM algorithm [134], single view [77, 38], single-view multiple-learner Democratic Co-
learning algorithm [201], Tri-Training [206], Canonical Correlation Analysis [204] and relaxation
of the conditional independence assumption [92].

Multiview learning was proposed as early as in [56]. It has been applied to semi-supervised
regression [25, 159], and the more challenging problem of classification with structured outputs [24,
26]. Some theoretical analysis on the value of agreement among multiple learners can be found
in [65, 110, 154, 193].
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Graph-Based Semi-Supervised
Learning

5.1 UNLABELED DATA AS STEPPING STONES
Alice was flipping through the magazine “Sky and Earth,” in which each article is either about
astronomy or travel. Speaking no English, she had to guess the topic of each article from its pic-
tures. The first story “Bright Asteroid” had a picture of a cratered asteroid—it was obviously about
astronomy. The second story “Yellowstone Camping” had a picture of grizzly bears—she figured it
must be a travel article.

But no other articles had pictures. “What is the use of a magazine without pictures?” thought
Alice. The third article was titled “Zodiac Light,” while the fourth “Airport Bike Rental.” Not
knowing any words and without pictures, it seemed impossible to guess the topic of these articles.

However, Alice is a resourceful person. She noticed the titles of other articles include “Asteroid
and Comet,” “Comet Light Curve,” “Camping in Denali,” and “Denali Airport.” “I’ll assume that
if two titles share a word, they are about the same topic,” she thought. And she started to doodle:

Alice’s doodle. Articles sharing title words are connected.

Then it became clear. “Aha! ‘Zodiac Light’ is about astronomy, and ‘Airport Bike Rental’ is about
travel!” exclaimed Alice. And she was correct. Alice just performed graph-based semi-supervised
learning without knowing it.

5.2 THE GRAPH
Graph-based semi-supervised learning starts by constructing a graph from the training data. Given
training data {(xi , yi)}li=1, {xj }l+u

j=l+1, the vertices are the labeled and unlabeled instances {(xi )}li=1 ∪
{xj }l+u

j=l+1. Clearly, this is a large graph if u, the unlabeled data size, is big. Note that once the graph
is built, learning will involve assigning y values to the vertices in the graph. This is made possible



44 CHAPTER 5. GRAPH-BASED SEMI-SUPERVISED LEARNING

by edges that connect labeled vertices to unlabeled vertices. The graph edges are usually undirected.
An edge between two vertices xi , xj represents the similarity of the two instances. Let wij be the
edge weight. The idea is that if wij is large, then the two labels yi, yj are expected to be the same.
Therefore, the graph edge weights are of great importance. People often specify the edge weights
with one of the following heuristics:

• Fully connected graph, where every pair of vertices xi , xj is connected by an edge. The edge
weight decreases as the Euclidean distance ‖xi − xj‖ increases. One popular weight function
is

wij = exp

(
−‖xi − xj‖2

2σ 2

)
, (5.1)

where σ is known as the bandwidth parameter and controls how quickly the weight decreases.
This weight has the same form as a Gaussian function. It is also called a Gaussian kernel or
a Radial Basis Function (RBF) kernel. The weight is 1 when xi = xj , and 0 when ‖xi − xj‖
approaches infinity.

• kNN graph. Each vertex defines its k nearest neighbor vertices in Euclidean distance. Note
if xi is among xj ’s kNN, the reverse is not necessarily true: xj may not be among xi ’s kNN.
We connect xi , xj if one of them is among the other’s kNN. This means that a vertex may
have more than k edges. If xi , xj are connected, the edge weight wij is either the constant 1,
in which case the graph is said to be unweighted, or a function of the distance as in (5.1). If
xi , xj are not connected, wij = 0. kNN graph automatically adapts to the density of instances
in feature space: in a dense region, the kNN neighborhood radius will be small; in a sparse
region, the radius will be large. Empirically, kNN graphs with small k tends to perform well.

• εNN graph. We connect xi , xj if ‖xi − xj‖ ≤ ε. The edges can either be unweighted or
weighted. If xi , xj are not connected, wij = 0. εNN graphs are easier to construct than kNN
graphs.

These are very generic methods. Of course, better graphs can be constructed if one has knowledge
of the problem domain, and can define better distance functions, connectivity, and edge weights.

Figure 5.1 shows an example graph, where the edges are sparse. Let x1, x2 be the two labeled
instances (vertices). Recall that the edges represent the “same label” assumption. For an unlabeled
instance x3, its label y3 is assumed to be similar to its neighbors in the graph, which in turn are
similar to the neighbor’s neighbors. Through this sequence of unlabeled data stepping stones, y3 is
assumed to be more similar to y1 than to y2. This is significant because x3 is in fact closer to x2 in
Euclidean distance; without the graph, one would assume y3 is more similar to y2.

Formally, this intuition corresponds to estimating a label function f on the graph so that
it satisfies two things: (1) the prediction f (x) is close to the given label y on labeled vertices; 2)
f should be smooth on the whole graph. This can be expressed in a regularization framework,
where the former is encoded by the loss function, and the latter is encoded by a special graph-based
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x2
x3

x1

Figure 5.1: A graph constructed from labeled instances x1, x2 and unlabeled instances. The label of
unlabeled instance x3 will be affected more by the label of x1, which is closer in the graph, than by the
label of x2, which is farther in the graph, even though x2 is closer in Euclidean distance.

regularization. In the following sections, we introduce several different graph-based semi-supervised
learning algorithms. They differ in the choice of the loss function and the regularizer. For simplicity,
we will assume binary labels y ∈ {−1, 1}.

5.3 MINCUT
The first graph-based semi-supervised learning algorithm we introduce is formulated as a graph cut
problem. We treat the positive labeled instances as “source” vertices, as if some fluid is flowing out
of them and through the edges. Similarly, the negative labeled instances are “sink” vertices, where
the fluid would disappear. The objective is to find a minimum set of edges whose removal blocks all
flow from the sources to the sinks. This defines a “cut,” or a partition of the graph into two sets of
vertices. The “cut size” is measured by the sum of the weights on the edges defining the cut. Once
the graph is split, the vertices connecting to the sources are labeled positive, and those to the sinks
are labeled negative.

Mathematically, we want to find a function f (x) ∈ {−1, 1} on the vertices, such that f (xi ) =
yi for labeled instances, and the cut size is minimized:∑

i,j :f (xi )
=f (xj )

wij . (5.2)

The above quantity is the cut size because if an edge wij is removed, it must be true that f (xi ) 
=
f (xj ).

We will now cast Mincut as a regularized risk minimization problem, with an appropriate loss
function and regularizer. On any labeled vertex xi , f (xi ) is clamped at the given label: f (xi ) = yi .
This can be enforced by a loss function of the form

c(x, y, f (x)) = ∞ · (y − f (x))2, (5.3)



46 CHAPTER 5. GRAPH-BASED SEMI-SUPERVISED LEARNING

where we define ∞ · 0 = 0. This loss function is zero if f (xi ) = yi , and infinity otherwise. To
minimize the regularized risk, f (xi ) will then have to equal yi on labeled vertices. The regularizer
corresponds to the cut size. Recall we require f (x) ∈ {−1, 1} for all unlabeled vertices x. Therefore,
the cut size can be re-written as

�(f ) =
l+u∑

i,j=1

wij (f (xi ) − f (xj ))
2/4, (5.4)

Note the sum is now over all pairs of vertices. If xi and xj are not connected, then wij = 0 by
definition; if the edge exists and is not cut, then f (xi ) − f (xj ) = 0.Thus, the cut size is well-defined
even when we sum over all vertex pairs. In (5.4) we could have equivalently used |f (xi ) − f (xj )|/2,
but the squared term is consistent with other approaches discussed later in this chapter. The Mincut
regularized risk problem is then

min
f :f (x)∈{−1,1} ∞

l∑
i=1

(yi − f (xi ))
2 +

l+u∑
i,j=1

wij (f (xi ) − f (xj ))
2, (5.5)

where we scaled up both terms to remove the 1/4. This is an integer programming problem because
f is constrained to produce discrete values -1 or 1. However, efficient polynomial-time algorithms
exist to solve the Mincut problem. It is clear that Mincut is a transductive learning algorithm, because
the solution f is defined only on the vertices, not on the ambient feature space.

The formulation of Mincut has a curious “flaw” in that there could be multiple equally good
solutions. For example, Figure 5.2 shows a graph with the shape of a chain. There are two labeled
vertices: a positive vertex on one end, and a negative vertex on the other end. The edges have the
same weight. There are six Mincut solutions: removing any single edge separates the two labels,
and the cut size is minimized. What is wrong with six solutions? The label of the middle vertex
is positive in three of the solutions, and negative in the other three. This label variability exists for
other unlabeled vertices to a lesser extent. Intuitively, it seems to reflect the confidence of the labels.
As we will see next, there are better ways to compute such confidence.

+ −
Figure 5.2: On this unweighted chain graph with one labeled vertex on each end, any single-edge cut is
an equally good solution for Mincut.
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5.4 HARMONIC FUNCTION
The second graph-based semi-supervised learning algorithm we introduce is the harmonic function.
In our context, a harmonic function is a function that has the same values as given labels on the
labeled data, and satisfies the weighted average property on the unlabeled data:

f (xi ) = yi, i = 1 . . . l

f (xj ) =
∑l+u

k=1 wjkf (xk)∑l+u
k=1 wjk

, j = l + 1 . . . l + u. (5.6)

In other words, the value assigned to each unlabeled vertex is the weighted average of its neighbors’
values. The harmonic function is the solution to the same problem in (5.5), except that we relax f

to produce real values:

min
f :f (x)∈R

∞
l∑

i=1

(yi − f (xi ))
2 +

l+u∑
i,j=1

wij (f (xi ) − f (xj ))
2. (5.7)

This is equivalent to the more natural problem

min
f :f (x)∈R

l+u∑
i,j=1

wij (f (xi ) − f (xj ))
2

subject to f (xi ) = yi for i = 1 . . . l. (5.8)

The relaxation has a profound effect. Now there is a closed-form solution for f . The solution is
unique (under mild conditions) and globally optimal. The drawback of the relaxation is that in the
solution, f (x) is now a real value in [−1, 1] that does not directly correspond to a label. This can
however be addressed by thresholding f (x) at zero to produce discrete label predictions (i.e., if
f (x) >= 0, predict y = 1, and if f (x) < 0, predict y = −1).

The harmonic function f has many interesting interpretations. For example, one can view the
graph as an electric network.Each edge is a resistor with resistance 1/wij ,or equivalently conductance
wij . The labeled vertices are connected to a 1-volt battery, so that the positive vertices connect to
the positive side, and the negative vertices connect to the ground. Then the voltage established at
each node is the harmonic function,1 see Figure 5.3(a).

The harmonic function f can also be interpreted by a random walk on the graph. Imagine a
particle at vertex i. In the next time step, the particle will randomly move to another vertex j with
probability proportional to wij :

P(j |i) = wij∑
k wik

. (5.9)

The random walk continues in this fashion until the particle reaches one of the labeled vertices.This
is known as an absorbing random walk, where the labeled vertices are absorbing states. Then the
1This, and the random walk interpretation below, is true when the labels y ∈ {0, 1}. When the labels y ∈ {−1, 1}, the voltages
correspond to a shifted and scaled harmonic function.
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value of the harmonic function at vertex i, f (xi ), is the probability that a particle starting at vertex
i eventually reaches a positive labeled vertex (see Figure 5.3(b)).

+1 volt
wij

R  =ij
1

1

0

1

0

i

(a) The electric network interpretation (b) The random walk interpretation

Figure 5.3: The harmonic function can be interpreted as the voltages of an electric network, or the
probability of reaching a positive vertex in an absorbing random walk on the graph.

There is an iterative procedure to compute the harmonic function in (5.7). Initially, set f (xi ) =
yi for the labeled vertices i = 1 . . . l, and some arbitrary value for the unlabeled vertices. Iteratively
update each unlabeled vertex’s f value with the weighted average of its neighbors:

f (xi ) ←
∑l+u

j=1 wijf (xj )∑l+u
j=1 wij

. (5.10)

It can be shown that this iterative procedure is guaranteed to converge to the harmonic function,
regardless of the initial values on the unlabeled vertices. This procedure is sometimes called label
propagation, as it “propagates” labels from the labeled vertices (which are fixed) gradually through
the edges to all the unlabeled vertices.

Finally, let us discuss the closed-form solution for the harmonic function.The solution is easier
to present if we introduce some matrix notation. Let W be an (l + u) × (l + u) weight matrix, whose
i, j-th element is the edge weight wij . Because the graph is undirected, W is a symmetric matrix.
Its elements are non-negative. Let Dii = ∑l+u

j=1 wij be the weighted degree of vertex i, i.e., the
sum of edge weights connected to i. Let D be the (l + u) × (l + u) diagonal matrix by placing
Dii, i = 1 . . . l + u on the diagonal. The unnormalized graph Laplacian matrix L is defined as

L = D − W. (5.11)

Let f = (f (x1), . . . , f (xl+u))
� be the vector of f values on all vertices. The regularizer in (5.7) can

be written as
1

2

l+u∑
i,j=1

wij (f (xi ) − f (xj ))
2 = f �Lf . (5.12)
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Recall L is an (l + u) × (l + u) matrix. Assuming the vertices are ordered so that the labeled ones
are listed first, we can partition the Laplacian matrix into four sub-matrices

L =
[

Lll Llu

Lul Luu

]
, (5.13)

partition f into (fl , fu), and let yl = (y1, . . . , yl)
�.Then solving the constrained optimization prob-

lem using Lagrange multipliers with matrix algebra, one can show that the harmonic solution is

fl = yl

fu = −Luu
−1Lulyl . (5.14)

Example 5.1. Harmonic Function on Chain Graph Consider the chain graph in Figure 5.2.
With the natural left-to-right order of vertices, we have

W =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0 0 0 0 0
1 0 1 0 0 0 0
0 1 0 1 0 0 0
0 0 1 0 1 0 0
0 0 0 1 0 1 0
0 0 0 0 1 0 1
0 0 0 0 0 1 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

D =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0 0
0 2 0 0 0 0 0
0 0 2 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 2 0 0
0 0 0 0 0 2 0
0 0 0 0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

L =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 −1 0 0 0 0 0
−1 2 −1 0 0 0 0
0 −1 2 −1 0 0 0
0 0 −1 2 −1 0 0
0 0 0 −1 2 −1 0
0 0 0 0 −1 2 −1
0 0 0 0 0 −1 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.15)

To apply (5.14), we need to permute the order of vertices to be (1, 7, 2, 3, 4, 5, 6) so that the labeled
vertices come first. Also note yl = (1, −1)�. This gives

fu =
(

2

3
,

1

3
, 0, −1

3
, −2

3

)�
, (5.16)

for the unlabeled vertices from left to right. It can be thresholded at zero to produce binary labels.
This solution fits our intuition. The magnitude of the solution also coincides with label confidence.
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5.5 MANIFOLD REGULARIZATION∗
Both Mincut and the harmonic function are transductive learning algorithms. They each learn a
function f that is restricted to the labeled and unlabeled vertices in the graph. There is no direct
way to predict the label on a test instance x∗ not seen before, unless one includes x∗ as a new vertex
into the graph and repeats the computation. This is clearly undesirable if we want predictions on a
large number of test instances. What we need is an inductive semi-supervised learning algorithm.

In addition, both Mincut and harmonic function fix f (x) = y for labeled instances. What if
some of the labels are wrong? It is not uncommon for real datasets to have such label noise. We want
f to be able to occasionally disagree with the given labels.

Manifold regularization addresses these two issues. It is an inductive learning algorithm by
defining f in the whole feature space: f : X �→ R. f is regularized to be smooth with respect
to the graph by the graph Laplacian as in (5.12). However, this regularizer alone only controls
f , the value of f on the l + u training instances. To prevent f from being too wiggly (and thus
having inferior generalization performance) outside the training samples, it is necessary to include a
second regularization term, such as ‖f ‖2 = ∫

x∈X f (x)2dx. Putting them together, the regularizer
for manifold regularization becomes

�(f ) = λ1‖f ‖2 + λ2f �Lf , (5.17)

where λ1, λ2 ≥ 0 control the relative strength of the two terms.To allow f to disagree with the given
labels, we can simply use the loss function c(x, y, f (x)) = (y − f (x))2. This loss function does not
greatly penalize small deviations. Other loss functions are possible, too, for example the hinge loss
that we will introduce in Chapter 6. The complete manifold regularization problem is

min
f :X �→R

l∑
i=1

(yi − f (xi ))
2 + λ1‖f ‖2 + λ2f �Lf . (5.18)

The so-called representer theorem guarantees that the optimal f admits a finite (l + u, to be exact)
dimensional representation. There exist efficient algorithms to find the optimal f .

Beyond the unnormalized graph Laplacian matrix L, the normalized graph Laplacian matrix
L is often used too:

L = D−1/2LD−1/2 = I − D−1/2WD−1/2. (5.19)

This results in a slightly different regularization term

f �Lf = 1

2

l+u∑
i,j=1

wij

(
f (xi )√

Dii

− f (xj )√
Djj

)2

. (5.20)

Other variations like Lp or Lp, where p > 0, are possible too. They replace the matrix L in (5.18).
These all encode the same overall label-smoothness assumption on the graph, but with varying
subtleties. We discuss several properties of L below. Please see the references at the end of the
chapter to learn more about the other variations.



5.6. THE ASSUMPTION OF GRAPH-BASED METHODS∗ 51

5.6 THE ASSUMPTION OF GRAPH-BASED METHODS∗

Remark 5.2. Graph-Based Semi-Supervised Learning Assumption The labels are “smooth”
with respect to the graph, such that they vary slowly on the graph. That is, if two instances are
connected by a strong edge, their labels tend to be the same.

The notion of smoothness can be made precise by spectral graph theory. A vector φ is an
eigenvector of a square matrix A, if

Aφ = λφ, (5.21)

where λ is the associated eigenvalue. If φ is an eigenvector, cφ is an eigenvector, too, for any c 
= 0.
But we will focus on eigenvectors of unit length ‖φ‖ = 1. Spectral graph theory is concerned with
the eigenvectors and eigenvalues of a graph, represented by its Laplacian matrix L or L. We will
analyze the unnormalized Laplacian L, which has the following properties:

• L has l + u eigenvalues (some may be the same) and corresponding eigenvectors {(λi, φi)}l+u
i=1.

These pairs are called the graph spectrum. The eigenvectors are orthogonal: φi
�φj = 0 for

i 
= j .

• The Laplacian matrix can be decomposed into a weighted sum of outer products:

L =
l+u∑
i=1

λiφiφi
�. (5.22)

• The eigenvalues are non-negative real numbers, and can be sorted as

0 = λ1 ≤ λ2 ≤ . . . ≤ λl+u. (5.23)

In particular, the graph has k connected components if and only if λ1 = . . . = λk = 0. The
corresponding eigenvectors are constant on individual connected components, and zero else-
where, as the following example shows.

Example 5.3. The Spectrum of a Disconnected Chain Graph Figure 5.4(a) shows a discon-
nected, unweighted chain graph with 20 vertices. Its spectrum is shown in Figure 5.4(b). The stem
plots are the corresponding eigenvectors φi . Note λ1 = λ2 = 0 since there are two connected com-
ponents. The eigenvectors φ1, φ2 are piecewise constant, whose height is determined by length
normalization. As the eigenvalues increase in magnitude, the corresponding eigenvectors become
more and more rugged.

Because the eigenvectors are orthogonal and have unit length, they form a basis in R
l+u. This

means any f on the graph can be decomposed into

f =
l+u∑
i=1

aiφi, (5.24)
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(a) A disconnected, unweighted chain graph
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(b) The spectrum of the above graph (unnormalized Laplacian)

Figure 5.4: The spectrum of a disconnected chain graph, showing two connected components, and the
smooth to rough transition of the eigenvectors.
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where ai, i = 1 . . . l + u are real-valued coefficients. It is possible to show that the graph regular-
izer (5.12) can be written as

f �Lf =
l+u∑
i=1

a2
i λi . (5.25)

If for each i, either ai or λi is close to zero, then f �Lf will be small. Intuitively, this means the
graph regularizer f �Lf prefers an f that only uses smooth basis (those with a small λi). By “uses” we
mean f ’s corresponding coefficients have large magnitude |ai |. In particular, f �Lf is minimized and
equals zero, if f is in the subspace spanned by φ1, . . . , φk for a graph with k connected components:

f =
k∑

i=1

aiφi, ai = 0 for i > k. (5.26)

For a connected graph, only λ1 = 0, and φ1 = (1/
√

l + u, . . . , 1/
√

l + u). Any constant vector f
thus has coefficients a1 
= 0, ai = 0 for i > 1, and is a minimizer of f �Lf . Being a constant, it is
certainly the most smooth function on the graph.

Therefore, we see the connection between graph-based semi-supervised learning methods
and the graph spectrum. This exposes a major weakness of this family of methods: the performance
is sensitive to the graph structure and edge weights.

Example 5.4. Harmonic Function with a Bad Graph To demonstrate the previous point, Fig-
ure 5.5 presents a dataset comprised of two semi-circles (one per class) that intersect. This creates
a problem for the types of graphs traditionally used in graph-based semi-supervised learning. Fig-
ure 5.5(a) shows the symmetric 4-NN graph for this data. An εNN graph is similar. Note that, near
the intersection of the two curves, many edges connect instances on one curve to instances on the
other. This means that any algorithm that assumes label smoothness with respect to the graph is
likely to make many mistakes in this region. Labels will propagate between the classes, which is
clearly undesirable.

We applied the harmonic function with only two labeled instances (large X and O) using the
graph shown and weights as in (5.1). Figure 5.5(b) shows the predicted labels (small x’s and o’s) for
the unlabeled instances. We observe that the predictions are very poor, as the O label propagates
through most of the other class’s instances due to the between-class connections in the graph. Even a
simple linear classifier using only the labeled instances would be able to correctly predict the left half
of the X curve (i.e., the decision boundary would be a diagonal line between the labeled instances).
While graph-based semi-supervised learning can be a powerful method to incorporate unlabeled
data, one must be careful to ensure that the graph encodes the correct label smoothness assumption.

To handle this dataset properly and obtain all correct predictions, the graph would need to split
the data into two disconnected components. One approach to building such a graph is to examine
the local neighborhood around each instance and only connect instances whose neighborhoods have
similar shapes: neighborhoods along the same curve would look similar with only a minor rotation,
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while neighborhoods across curves would be rotated 90 degrees. The resulting graph should avoid
inter-class edges. Results using a similar approach for several datasets like the one seen here can be
found in [75].

(a) 4-NN graph

(b) Harmonic function predictions

Figure 5.5: Graph-based semi-supervised learning using a bad graph can lead to poor performance.

This chapter introduced the notion of using a graph over labeled and unlabeled data to
perform semi-supervised learning. We discussed several algorithms that share the intuition that the
predictions should be smooth with respect to this graph. We introduced some notions from spectral
graph theory to justify this approach, and illustrated what can go wrong if the graph is not constructed
carefully. In the next chapter, we discuss semi-supervised support vector machines, which make a
very different assumption about the space containing the data.

BIBLIOGRAPHICAL NOTES
The idea of the target function being smooth on the graph, or equivalently regularization by the
graph, is very natural. Therefore, there are many related methods that exploit this idea, includ-
ing Mincut [21] and randomized Mincut [20], Boltzmann machines [70, 209], graph random
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walk [8, 168], harmonic function [210], local and global consistency [198], manifold regulariza-
tion [17, 158, 155], kernels from the graph Laplacian [35, 51, 95, 101, 163, 211], spectral graph
transducer [90], local averaging [179, 187], density-based regularization [23, 36], alternating min-
imization [181], boosting [39, 117], and the tree-based Bayes model [98]. The graph construction
itself is important [11, 83, 82, 29, 167, 196]. Some theoretical analysis of graph-based learning can
be found in [91, 178, 195], and applications in [73, 78, 111, 102, 136, 138, 139].

Many of the graph-based semi-supervised learning algorithms have moderate to high com-
putational complexity, often O(u2) or more. Fast computation to handle large amount of unlabeled
data is an important problem. Efforts toward this end include [6, 57, 69, 84, 123, 160, 172, 192, 212].
Alternatively, one can perform online semi-supervised learning [72] where the labeled and unlabeled
instances arrive sequentially.They are processed and discarded immediately to keep the computation
and storage requirement low.

Manifold regularization [17] formally assumes that the marginal distribution p(x) is supported
on a Riemannian manifold (see Chapter 2 in [107] for a brief introduction).The labeled and unlabeled
vertices, and hence the graph, are a random realization of the underlying manifold. For simplicity,
we did not introduce this assumption during our discussion.

There are several extensions to the simple undirected graph that encodes similarity between
vertices. In certain applications like the Web, the edges naturally are directed [27, 118, 200]. Some
graph edges might encode dissimilarities instead [76, 171]. Edges can also be defined on more than
two vertices to form hypergraphs [199].The dataset can consist of multiple manifolds [74, 180, 197].
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C H A P T E R 6

Semi-Supervised Support Vector
Machines

The intuition behind Semi-Supervised Support Vector Machines (S3VMs) is very simple. Fig-
ure 6.1(a) shows a completely labeled dataset. If we were to draw a straight line to separate the two
classes, where should the line be? One reasonable place is right in the middle, such that its distance
to the nearest positive or negative instance is maximized. This is the linear decision boundary found
by Support Vector Machines (SVMs), and is shown in Figure 6.1(a). The figure also shows two
dotted lines that go through the nearest positive and negative instances. The distance from the de-
cision boundary to a dotted line is called the geometric margin. As mentioned above, this margin is
maximized by SVMs.

−

+
+

−
+

−

−

+
+

−
+

−

(a) SVM decision boundary (b) S3VM decision boundary

Figure 6.1: (a) With only labeled data, the linear decision boundary that maximizes the distance to any
labeled instance is shown in solid line. Its associated margin is shown in dashed lines. (b) With additional
unlabeled data, under the assumption that the classes are well-separated, the decision boundary seeks a
gap in unlabeled data.

What if we have many additional unlabeled instances, distributed as in Figure 6.1(b)? The
SVM decision boundary will cut through dense unlabeled data regions. This seems undesirable, if
we assume that the two classes are well-separated. Instead, the best decision boundary now seems to
be the one in Figure 6.1(b), which falls in to the gap between the unlabeled data. This new decision
boundary still separates the two classes in the labeled data, though its margin is smaller than the
SVM decision boundary (this can be easily verified by measuring the distance to the nearest labeled
point). The new decision boundary is the one found by S3VMs, and is defined by both labeled and
unlabeled data. We will now make this intuition precise.
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6.1 SUPPORT VECTOR MACHINES
We first discuss SVMs. Our discussion is intended to be just enough for the purpose of introducing
S3VMs in the next section. For a complete exposition see any standard textbook, e.g., [49, 149, 176].
For simplicity, we will assume that there are two classes: y ∈ {−1, 1}. We will also assume that the
decision boundary is linear in R

D . Such a decision boundary is defined by the set

{x|w�x + b = 0}, (6.1)

where w ∈ R
D is the parameter vector that specifies the orientation and scale of the decision bound-

ary, and b ∈ R is an offset parameter. For example, when w = (1, 1)� and b = −1, the decision
boundary is shown as the blue line in Figure 6.2. The decision boundary is always perpendicular to
the vector w. The value b determines the shift along w.

10.5

0.5

1

0

0.707
w’x+b=0

w=(1, 1)

Figure 6.2: The linear decision boundary (the blue line) w�x + b = 0, where w = (1, 1)� (the red
vector), and b = −1. The distance from point (0, 0) to this decision boundary is 1/

√
2 (the green line).

Let f (x) = w�x + b. The decision boundary is thus defined by f (x) = 0. We will predict
the label of x by sign(f (x)). We are interested in the distance between an instance x to the decision
boundary. The absolute value of this distance turns out to be |f (x)|/‖w‖. For example, the origin
x = (0, 0)� has a distance 1/

√
2 ≈ 0.707 to the decision boundary, as shown by the green line in

Figure 6.2.
The decision boundary cuts the feature space into two halves, one half with f > 0 (the positive

side), and the other half with f < 0 (the negative side). We define the signed distance of a labeled
instance (x, y) to the decision boundary as

yf (x)/‖w‖. (6.2)

The signed distance is positive, if a positive instance is on the positive side, or a negative instance
on the negative side. For now, we also assume that the training sample is linearly separable, meaning
that there is at least one linear decision boundary that can separate all labeled instances so they are
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on the correct side of the decision boundary. The signed geometric margin is the distance from the
decision boundary to the closest labeled instance:

l

min
i=1

yif (xi )/‖w‖. (6.3)

If a decision boundary separates the labeled training sample, the geometric margin is positive. We
want to find the decision boundary that maximizes the geometric margin:

max
w,b

l

min
i=1

yif (xi )/‖w‖. (6.4)

This is difficult to optimize directly, so we will rewrite it into an equivalent form. First, we notice
that one can arbitrarily scale the parameters (w, b) → (cw, cb) in (6.4). To remove this nuisance
degree of freedom, we require that the instances closest to the decision boundary satisfy

l

min
i=1

yif (xi ) = 1. (6.5)

This implies that for all labeled instances i = 1 . . . l, we have the constraint

yif (xi ) = yi(w�xi + b) ≥ 1. (6.6)

We can then rewrite (6.4) as a constrained optimization problem:

max
w,b

1/‖w‖
subject to yi(w�xi + b) ≥ 1, i = 1 . . . l. (6.7)

In addition, maximizing 1/‖w‖ is equivalent to minimizing ‖w‖2. This leads to the following
quadratic program, which is easier to optimize:

min
w,b

‖w‖2

subject to yi(w�xi + b) ≥ 1, i = 1 . . . l. (6.8)

So far, we have assumed that the training sample is linearly separable. This means the con-
straints in (6.8) can all be satisfied by at least some parameters w, b. We now relax this assumption to
allow any training sample, even linearly non-separable ones. When a training sample is linearly non-
separable, at least one constraint in (6.8) cannot be satisfied by any parameters. This renders (6.8)
infeasible. We have to relax the constraints by allowing yif (xi ) < 1 on some instances. But we will
penalize the amount by which we have to make this relaxation. This is done by introducing slack
variables, i.e., the amount of relaxation for each instance, ξi ≥ 0, i = 1 . . . l into (6.8):

min
w,b,ξ

l∑
i=1

ξi + λ‖w‖2

subject to yi(w�xi + b) ≥ 1 − ξi, i = 1 . . . l

ξi ≥ 0. (6.9)
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In the equation above,
∑l

i=1 ξi is the total amount of relaxation, and we would like to minimize a
weighted sum of it and ‖w‖2. The weight λ balances the two objectives. This formulation thus still
attempts to find the maximum margin separation, but allows some training instances to be on the
wrong side of the decision boundary. It is still a quadratic program. The optimization problem (6.9)
is known as the primal form of a linear SVM.

It is illustrative to cast (6.9) into a regularized risk minimization framework, as this is how
we will extend it to S3VMs. Consider the following optimization problem:

min
ξ

ξ

subject to ξ ≥ z

ξ ≥ 0. (6.10)

It is easy to verify that when z ≤ 0, the objective is 0; when z > 0, the objective is z. Therefore,
solving problem (6.10) is equivalent to evaluating the function

max(z, 0). (6.11)

Noting in (6.9) the inequality constraints on ξi can be written as ξi ≥ 1 − yi(w�xi + b), we set
zi = 1 − yi(w�xi + b) to turn (6.9) into the sum of the form (6.10).This in turn converts (6.9) into
the following equivalent, but unconstrained, regularized risk minimization problem

min
w,b

l∑
i=1

max(1 − yi(w�xi + b), 0) + λ‖w‖2, (6.12)

where the first term corresponds to the loss function

c(x, y, f (x)) = max(1 − y(w�x + b), 0), (6.13)

and the second term corresponds to the regularizer

�(f ) = ‖w‖2. (6.14)

The particular loss function (6.13) is known as the hinge loss. We plot hinge loss as a function of
yf (x) = y(w�x + b) in Figure 6.3(a). Recall that for well-separated training instances, we have
yf (x) ≥ 1.Therefore, the hinge loss penalizes instances which are on the correct side of the decision
boundary, but within the margin (0 ≤ yf (x) < 1); it penalizes instances even more if they are on
the wrong side of the decision boundary (yf (x) < 0). The shape of the loss function resembles a
hinge, hence the name.

We will not discuss the dual form of SVMs, nor the kernel trick that essentially maps the
feature to a higher dimensional space to handle non-linear problems. These are crucial to the suc-
cess of SVMs, but are not necessary to introduce S3VMs. However, we shall point out that it is
straightforward to apply the kernel trick to S3VMs, too.
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Figure 6.3: (a) The hinge loss c(x, y, f (x)) = max(1 − y(w�x + b), 0) as a function of yf (x). (b) The
hat loss c(x, ŷ, f (x)) = max(1 − |w�x + b|, 0) as a function of f (x).

6.2 SEMI-SUPERVISED SUPPORT VECTOR MACHINES∗

Semi-Supervised Support Vector Machines (S3VMs) were originally called Transductive Support
Vector Machines (TSVMs), because its theory was developed to give performance bounds (theo-
retical guarantees) on the given unlabeled sample. However, since the learned function f naturally
applies to unseen test instances, it is more appropriate to call them S3VMs.

Recall that in Figure 6.1(b), the intuition of S3VM is to place both labeled and unlabeled
instances outside the margin. We have seen how this can be encouraged for the labeled instances
using the hinge loss in Figure 6.3(a). But what about unlabeled instances? Without a label, we do
not even know whether an unlabeled instance x is on the correct or the wrong side of the decision
boundary.

Here is one way to incorporate the unlabeled instance x into learning. Recall the label predic-
tion on x is ŷ = sign(f (x)). If we treat this prediction as the putative label of x, then we can apply
the hinge loss function on x:

c(x, ŷ, f (x)) = max(1 − ŷ(w�x + b), 0)

= max(1 − sign(w�x + b)(w�x + b), 0)

= max(1 − |w�x + b|, 0), (6.15)

where we used the fact sign(z)z = |z|.This new loss function is distinct from the hinge loss in that it
does not need the real label y, but is instead completely determined by f (x). The new loss function
is plotted in Figure 6.3(b). Note the x-axis is now f (x) instead of yf (x). Due to its distinctive shape,
this new loss function in (6.15) is called the hat loss.

Because of the way we generate the putative label ŷ, an unlabeled instance x is always on
the correct side of the decision boundary. Nonetheless, the hat loss still penalizes certain unlabeled
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instances. Specifically, it prefers f (x) ≥ 1 or f (x) ≤ −1 (the “rim” of the hat). These are unlabeled
instances outside the margin, far away from the decision boundary. On the other hand, it penalizes
unlabeled instances with −1 < f (x) < 1, especially the ones with f (x) ≈ 0. These are unlabeled
instances within the margin. Intuitively, they are the ones that f is uncertain about. We now in-
corporate the hat loss on the unlabeled data {xj }l+u

j=l+1 into the SVM objective (6.12) to form the
S3VM objective:

min
w,b

l∑
i=1

max(1 − yi(w�xi + b), 0) + λ1‖w‖2 + λ2

l+u∑
j=l+1

max(1 − |w�xj + b|, 0). (6.16)

The S3VM objective prefers unlabeled instances to be outside the margin. Equivalently, the decision
boundary would want to be in a low density gap in the dataset, such that few unlabeled instances
are close. Although we used the name “hat loss,” it is more natural to view (6.16) as regularized
risk minimization with hinge loss on labeled instances, and a regularizer involving these hat-shaped
functions:

�(f ) = λ1‖w‖2 + λ2

l+u∑
j=l+1

max(1 − |w�xj + b|, 0). (6.17)

There is one practical consideration. Empirically, it is sometimes observed that the solution
to (6.16) is imbalanced. That is, the majority (or even all) of the unlabeled instances are predicted
in only one of the classes. The reason for such behavior is not well-understood. To correct for the
imbalance, one heuristic is to constrain the predicted class proportion on the unlabeled data, so that
it is the same as the class proportion on the labeled data:

1

u

l+u∑
j=l+1

ŷj = 1

l

l∑
i=1

yi. (6.18)

Since ŷj = sign(f (xj )) is a discontinuous function, the constraint is difficult to enforce. Instead, we
relax it into a constraint involving continuous functions:

1

u

l+u∑
j=l+1

f (xj ) = 1

l

l∑
i=1

yi. (6.19)

Therefore, the complete S3VM problem with class balance constraint is

min
w,b

l∑
i=1

max(1 − yi(w�xi + b), 0) + λ1‖w‖2 + λ2

l+u∑
j=l+1

max(1 − |w�xj + b|, 0)

subject to
1

u

l+u∑
j=l+1

w�xj + b = 1

l

l∑
i=1

yi. (6.20)
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Finally, we point out a computational difficulty of S3VMs. The S3VM objective func-
tion (6.16) is non-convex. A function g is convex, if for ∀z1, z2, ∀0 ≤ λ ≤ 1,

g(λz1 + (1 − λ)z2) ≤ λg(z1) + (1 − λ)g(z2). (6.21)

For example, the SVM objective (6.12) is a convex function of the parameters w, b. This can be
verified by the convexity of the hinge loss, the squared norm, and the fact that the sum of convex
functions is convex. Minimizing a convex function is relatively easy, as such a function has a well-
defined “bottom.” On the other hand, the hat loss function is non-convex, as demonstrated by z1 =
−1, z2 = 1, and λ = 0.5.With the sum of a large number of hat functions, the S3VM objective (6.16)
is non-convex with multiple local minima. A learning algorithm can get trapped in a sub-optimal
local minimum, and not find the global minimum solution. The research in S3VMs has focused on
how to efficiently find a near-optimum solution; some of this work is listed in the bibliographical
notes.

6.3 ENTROPY REGULARIZATION∗

SVMs and S3VMs are non-probabilistic models. That is, they are not designed to compute the
label posterior probability p(y|x) when making classification. In statistical machine learning, there
are many probabilistic models which compute p(y|x) from labeled training data for classification.
Interestingly, there is a direct analogue of S3VM for these probabilistic models too, known as entropy
regularization. To make our discussion concrete, we will first introduce a particular probabilistic
model: logistic regression, and then extend it to semi-supervised learning via entropy regularization.

Logistic regression models the posterior probability p(y|x). Like SVMs, it uses a linear deci-
sion function f (x) = w�x + b. Let the label y ∈ {−1, 1}. Recall that if f (x) � 0, x is deep within
the positive side of the decision boundary, if f (x) � 0, x is deep within the negative side, and
f (x) = 0 means x is right on the decision boundary with maximum label uncertainty. Logistic
regression models the posterior probability by

p(y|x) = 1/ (1 + exp(−yf (x))) , (6.22)

which “squashes” f (x) ∈ (−∞, ∞) down to p(y|x) ∈ [0, 1]. The model parameters are w and b,
like in SVMs. Given a labeled training sample {(xi , yi)}li=1, the conditional log likelihood is defined
as

l∑
i=1

log p(yi |xi , w, b). (6.23)

If we further introduce a Gaussian distribution as the prior on w:

w ∼ N (0, I/(2λ)) (6.24)
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where I is the diagonal matrix of the appropriate dimension, then logistic regression training is to
maximize the posterior of the parameters:

max
w,b

log p(w, b|{(xi , yi)}li=1)

= max
w,b

log p({(xi , yi)}li=1|w, b) + log p(w)

= max
w,b

l∑
i=1

log (1/ (1 + exp(−yif (xi )))) − λ‖w‖2. (6.25)

The second line follows from Bayes rule, and ignoring the denominator that is constant with respect
to the parameters. This is equivalent to the following regularized risk minimization problem:

min
w,b

l∑
i=1

log (1 + exp(−yif (xi ))) + λ‖w‖2, (6.26)

with the so-called logistic loss

c(x, y, f (x)) = log (1 + exp(−yf (x))) , (6.27)

and the usual regularizer �(f ) = ‖w‖2. Figure 6.4(a) shows the logistic loss. Note its similarity to
the hinge loss in Figure 6.3(a).
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Figure 6.4: (a) The logistic loss c(x, y, f (x)) = log (1 + exp(−yf (x))) as a function of yf (x). (b) The
entropy regularizer that encourages high-confidence classification on unlabeled data.

Logistic regression does not use unlabeled data. We can include unlabeled data based on the
following intuition: if the two classes are well-separated, then the classification on any unlabeled
instance should be confident: it either clearly belongs to the positive class, or to the negative class.
Equivalently, the posterior probability p(y|x) should be either close to 1, or close to 0. One way
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to measure the confidence is the entropy. For a Bernoulli random variable with probability p, the
entropy is defined as

H(p) = −p log p − (1 − p) log(1 − p). (6.28)

The entropy H reaches its minimum 0 when p = 0 or p = 1, i.e., when the outcome is most certain;
H reaches its maximum 1 when p = 0.5, i.e., most uncertain. Given a unlabeled training sample
{xj }l+u

j=l+1, the entropy regularizer for logistic regression is defined as

�(f ) =
l+u∑

j=l+1

H(p(y = 1|xj , w, b)) =
l+u∑

j=l+1

H(1/
(
1 + exp(−f (xj ))

)
). (6.29)

The entropy regularizer is small if the classification on the unlabeled instances is certain.Figure 6.4(b)
shows the entropy regularizer on a single unlabeled instance x as a function of f (x).Note its similarity
to the hat loss in Figure 6.3(b). In direct analogy to S3VMs, we can define semi-supervised logistic
regression by incorporating this entropy regularizer:

min
w,b

l∑
i=1

log (1 + exp(−yif (xi ))) + λ1‖w‖2 + λ2

l+u∑
j=l+1

H(1/
(
1 + exp(−f (xj ))

)
). (6.30)

6.4 THE ASSUMPTION OF S3VMS AND ENTROPY REGU-
LARIZATION

Remark 6.1. The assumption of both S3VMs and entropy regularization is that the classes are
well-separated, such that the decision boundary falls into a low density region in the feature space,
and does not cut through dense unlabeled data.

If this assumption does not hold, these algorithms may be led astray. We now describe an
example scenario where S3VMs may lead to particularly poor performance.

Example 6.2. S3VMs when the Model Assumption Does Not Hold Consider the data shown in
Figure 6.5.The underlying data distribution p(x) is uniform in a circle of radius 0.5, except for a gap
of width 0.2 along the diagonal y = −x where the density is 0. The true class boundary is along the
anti-diagonal y = x, though. Clearly, the classes are not well-separated, and the low density region
does not correspond to the true decision boundary. This poses two problems. First, consider the case
in which the labeled instances appear on the same side of the low density region (Figure 6.5(a)). An
S3VM’s search for a gap between the two classes may stuck in one of many possible local minima.
The resulting decision boundary may be worse than the decision boundary of an SVM that does
not try to exploit unlabeled data at all. Second and more severely, if the labeled instances appear on
opposite sides of the gap (Figure 6.5(b)), the S3VM will be attracted to this region and produce a
very poor classifier that gets half of its predictions incorrect.
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Figure 6.5: (a) With labeled data in adjacent quadrants, S3VM comes close to the true boundary, but it
is sensitive to local minima (small gaps between unlabeled data from sampling noise). (b) With labeled
data located in opposite quadrants, the S3VM decision boundary seeks a gap in the unlabeled data. In
this case, the gap is orthogonal to the classes, so S3VM suffers a large loss.

To obtain a quantitative understanding of the significance of these problems, we sampled
5000 random datasets of this form with l = 2 and u = 10000. In roughly half the cases, both
labeled instances are in the same class, and both a standard SVM and S3VM label everything the
same class and get 50% error. In one quarter of the cases, the first problem above occurs, while in
the other quarter of the cases, we face the second problem. On average among the half of cases with
both classes represented, SVM achieves an unlabeled (transductive) error rate of 0.26 ± 0.13, while
S3VM performs much worse with an error rate of 0.34 ± 0.19. (These are mean numbers, plus or
minus one standard deviation, over the 5000 random datasets.) The 8% difference in error shows
that S3VMs are not well suited to problems of this kind where the classes are not well-separated,
and a low-density region does not correspond with the true decision boundary. In fact, despite the
large variance in the error rates, S3VM is statistically significantly worse than SVM in this scenario
(paired t-test p � 0.05).

This chapter has introduced the state-of-the-art SVM classifier and its semi-supervised coun-
terpart. Unlike the previous semi-supervised learning techniques we discussed, S3VMs look for a
low-density gap in unlabeled data to place the decision boundary. We also introduced entropy regu-
larization, which shares this intuition in a probabilistic framework based on logistic regression. This
is the final chapter introducing a new semi-supervised learning approach. In the next chapter, we
explore the connections between semi-supervised learning in humans and machines, and discuss the
potential impact semi-supervised learning research can have on the cognitive science field.
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BIBLIOGRAPHICAL NOTES
Transductive SVMs, as S3VMs were originally called, were proposed by Vapnik [176]. Due to its
non-convex nature, early implementations were limited by the problem size they could solve [18,
58, 68]. The first widely used implementation was by Joachims [89]. Since then, various non-
convex optimization techniques have been proposed to solve S3VMs [34], including semi-definite
programming [55,54,188,189],gradient search with smooth approximation to the hat function [36],
deterministic annealing [157], continuation method [32], concave-convex procedure (CCCP) [42],
difference convex (DC) programming [182], fast algorithm for linear S3VMs [156], Branch and
Bound [33], and stochastic gradient descent which also combines with the manifold assumption [96].
Some recent work relaxes the assumption on unlabeled data [190].

The idea that unlabeled data should not be very close to the decision boundary is a general
one, not limited to S3VMs. It can be implemented in Gaussian Processes with the null category
noise model [106, 40], as information regularization [169, 44, 45], maximum entropy discrimination
approach [87], or entropy minimization [79, 108, 122].
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C H A P T E R 7

Human Semi-Supervised
Learning

Suppose a young child is learning the names of animals. Dad occasionally points to an animal and
says “dog!” But most of the time, the child just watches all sorts of animals by herself. Do such passive
experiences help the child learn animals, in addition to the explicit instructions received from Dad?
Intuitively, the answer appears to be “yes.” Perhaps surprisingly, there is little quantitative study on
this question. Clearly, passive experiences are nothing more than unlabeled data, and it seems likely
that humans exploit such information in ways similar to how semi-supervised learning algorithms
in machines do. In this chapter, we demonstrate the potential value of semi-supervised learning on
cognitive science.

7.1 FROM MACHINE LEARNING TO COGNITIVE SCIENCE
Humans are complex learning systems. Cognitive Science, an interdisciplinary science that embraces
psychology, artificial intelligence, neuroscience, philosophy, etc., develops theories about human in-
telligence. Traditionally, cognitive science has benefited from computational models in machine
learning, such as reinforcement learning, connectionist models, and non-parametric Bayesian mod-
eling, to name a few.To help understand experiments described in this chapter, we start by providing
a “translation” of relevant terms from machine learning to cognitive science:

• Instance x: a stimulus, i.e., an input item to a human subject. For example, a visual stimulus
can be a complex shape representing a microscopic pollen particle.

• Class y: a concept category for humans to learn. For example, we may invent two fictitious
flowers Belianthus and Nortulaca that subjects are asked to learn to recognize.

• Classification: a concept learning task for humans.Given a pollen particle as the visual stimulus,
the human decides which flower it comes from.

• Labeled data: supervised experience (e.g., explicit instructions) from a teacher. Given a pollen
particle x, the teacher says “this is from Belianthus.”

• Unlabeled data: passive experiences for humans. The human subject observes a pollen particle
x without receiving its true class.

• Learning algorithm: some mechanism in the mind of the human subject. We cannot directly
observe how learning is done.
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• Prediction function f : the concepts formed in the human mind. The function itself is not
directly observable. However, it is possible to observe any particular prediction f (x), i.e., how
the human classifies stimulus x.

In many real world situations, humans are exposed to a combination of labeled data and far
more unlabeled data when they need to make a classification decision: an airport security officer must
decide whether a piece of luggage poses a threat, where the labeled data comes from job training,
and the unlabeled data comes from all the luggage passing through the checkpoint; a dieter must
decide which foods are healthy and which are not, based on nutrition labels and advertisements; a
child must decide which names apply to which objects from Dad’s instructions and observations of
the world around her. Some questions naturally arise:

• When learning concepts, do people make systematic use of unlabeled data in addition to
labeled data?

• If so, can such usage be understood with reference to semi-supervised learning models in
machine learning?

• Can study of the human use of labeled and unlabeled data improve machine learning in
domains where human performance outstrips machine performance?

Understanding how humans combine information from labeled and unlabeled data to draw in-
ferences about conceptual boundaries can have significant social impact, ranging from improving
education to addressing homeland security issues. Standard psychological theories of concept learn-
ing have focused mainly on supervised learning. However, in the realistic setting where labeled and
unlabeled data is available, semi-supervised learning offers very explicit computational hypotheses
that can be empirically tested in the laboratory. In what follows,we cite three studies that demonstrate
the complexity of human semi-supervised learning behaviors.

7.2 STUDY ONE: HUMANS LEARN FROM UNLABELED TEST
DATA

Zaki and Nosofsky conducted a behavioral experiment that demonstrates the influence of unlabeled
test data on learning [194]. In short, unlabeled test data continues to change the concept originally
learned in the training phase, in a manner consistent with self-training. For machine learning re-
searchers, it may come as a mild surprise that humans may not be able to hold their learned function
fixed during testing.

We present the Zaki and Nosofsky study in machine learning terms. The task is one-class
classification or outlier detection: the human subject is first presented with a training sample
{(xi , yi = 1)}li=1. Note importantly she is told that all the training instances come from one class.
Then, during testing, the subject is shown u unlabeled instances {xi}l+u

i=l+1, and her task is to clas-
sify each instance as yi = 1 or not. This is usually posed as a density level-set problem in machine
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learning: From the training sample, the learner estimates the subset of the feature space on which
the conditional density p(x|y = 1) is larger than some threshold ε

X1 = {x ∈ X | p(x|y = 1) ≥ ε}; (7.1)

then during testing, an unlabeled instance x is classified as y = 1 if x ∈ X1, and y 
= 1 otherwise.
The approach above assumes that the estimated level-set X1 is fixed after training. If the as-

sumption were true, then no matter what the test data looks like, the classification for any particular
x would be fixed. Zaki and Nosofsky showed that this is in fact not true. Their experiment com-
pares two conditions that differ only in their test sample distribution p(x); the results demonstrate
differences in classification under the two conditions.

In their experiment, each stimulus is a 9-dot pattern as shown in Figure 7.1(a). The location
of the nine dots can vary independently, creating the feature space. The training sample consists
of 40 instances drawn from a distribution centered around mean μ (which is a particular 9-dot
pattern), and with some high variance (large spread). The training density is schematically shown
in Figure 7.1(b), and is shared by the two conditions below.

In condition 1, the test sample consists of the following mixture: 4 from the mean itself
x = μ, 20 from a low-variance (small spread) distribution around μ, 20 from the same high-variance
distribution around μ, and 40 random instances. This is shown in Figure 7.1(c). Overall, there is
a mode (peak of density) at the mean μ. Condition 1 is first used by Knowlton and Squire [100].
Because human experiments are typically noisy, the interesting quantity is the fraction of y = 1
classifications for the various groups of instances. In particular, let p̂(y = 1|μ) be the observed
fraction of trials where the subjects classified y = 1 among all trials where x = μ. Let p̂(y = 1|low),
p̂(y = 1|high), p̂(y = 1|random) be the similar fraction when x is drawn from the low-variance,
high-variance, and random distribution, respectively. Perhaps not surprisingly, when averaging over
a large number of subjects one observes that

p̂(y = 1|μ) > p̂(y = 1|low) > p̂(y = 1|high)

� p̂(y = 1|random). (7.2)

In condition 2, the mode is intentionally shifted to μnew, which is itself sampled from the
high-variance distribution. Specifically, there are 4 instances with x = μnew, and 20 instances from
a low-variance distribution around μnew. Only 1 test instance (as opposed to 4) remains at the
old mean x = μ, and 2 instances (as opposed to 20) from the low-variance distribution around μ.
There are 19 instances (similar to the previous 20) from the high-variance distribution around μ.
The 40 random instances remain the same. This is depicted in Figure 7.1(d). Under this test sample
distribution, human behaviors are drastically different:

p̂(y = 1|μnew) > p̂(y = 1|lownew)

> p̂(y = 1|μ) ≈ p̂(y = 1|low) ≈ p̂(y = 1|high)

� p̂(y = 1|random), (7.3)
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where lownew is the low-variance distribution around μnew.
Therefore, because of the new mode at μnew in test data, human subjects perceive μnew to be

more likely in class 1. This experiment clearly demonstrates that humans do not fix their hypothesis
after training—unlabeled test data influences humans’ learned hypotheses. It is worthy pointing
out that the observed behavior cannot be simply explained by a change in the threshold ε in (7.1).
Instead, it likely involves the change in the conditional density p(x|y = 1).
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Figure 7.1: The one-class classification problem of Zaki and Nosofsky.

7.3 STUDY TWO: PRESENCE OF HUMAN SEMI-SUPERVISED
LEARNING IN A SIMPLE TASK

Zhu,Rogers,Qian and Kalish (ZRQK) conducted an experiment that demonstrates semi-supervised
learning behavior in humans [214]. Unlike the Zaki and Nosofsky study, it is a binary classification
task. We call it a “simple task” because the feature space is one-dimensional, and there is a single
decision boundary (threshold) that separates the two classes. In the next section, we will discuss a
more complex task in two dimensions.

Their experiment design is shown in Figure 7.2(a), which is similar to Figure 2.1 earlier in
the book. There is a negative labeled instance at x = −1 and a positive labeled instance at x = 1.
From these labeled instances alone, supervised learning would put the decision boundary at x = 0.
Suppose in addition, the learner observes a large number of unlabeled instances, sampled from
the blue bi-modal distribution. Then many semi-supervised learning models will predict that the
decision boundary should be in the trough near x = −0.5.Therefore, supervised and semi-supervised
learning models lead to different decision boundaries.
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Figure 7.2: The 1D binary classification problem of ZRQK.

Following this intuition, the ZRQK study used the procedure below to study human behaviors.
Each stimulus is a complex shape parametrized by a 1-dimensional feature x. Figure 7.2(b) shows a
few shapes and their x values. Each human subject receives input in the following order:

1. The labeled data: 10 positive labeled instances at x = 1 and 10 negative labeled instances at
x = −1.These 20 trials appear in a different random order for each participant.The repetition
of the same two stimuli each ensures quick learning. For these first 20 stimuli, the subjects
received an affirmative sound if they made the correct classification, or a warning sound if they
were wrong. There was no audio feedback for the remaining stimuli.

2. Test-1: 21 evenly spaced unlabeled examples x = −1, −0.9, −0.8, . . . , 1, appearing in a dif-
ferent random order for each participant. They are used to test the learned decision boundary
after seeing the above labeled data.

3. The unlabeled data: 690 randomly sampled unlabeled instances from the blue bimodal dis-
tribution. Importantly, the two modes are shifted away from the labeled instances at x = −1
and x = 1, so that the labeled instances are not prototypical examples of the classes. For “L-
subjects” the two modes are shifted to the left; for “R-subjects” they are shifted to the right.
In addition, three batches of 21 “range instances” evenly spaced in the interval [−2.5, 2.5] are
mixed in. The range instances ensure that the unlabeled data for both left-shifted and right-
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shifted subjects span the same range, so that any measured shift in the decision boundary
cannot be explained by differences in the range of instances viewed.

4. Test-2: same as test-1, to test the learned decision boundary from both the labeled and unla-
beled data.

The ZRQK study found that unlabeled data shifts human classification decision boundaries
as expected by semi-supervised learning. Figure 7.3(a) shows the logistic function fit to the empir-
ical fraction p̂(y = 1|x), i.e., the fraction of human subjects classifying a given x as positive. The
decision boundary can be estimated as the x for which the curve intersects p̂(y = 1|x) = 0.5. For
all participants in test-1 (the dotted curve), the decision boundary is at x = 0.11, close to the ex-
pected boundary at zero from supervised learning. The curve is also relatively steep, showing that
the participants are highly consistent in their classifications immediately after seeing the 20 labeled
instances. For R-subjects in test-2 (the dashed curve), the decision boundary is at x = 0.48. This
represents a shift to the right of 0.37, compared to test-1.This shift represents the effect of unlabeled
data on the R-subjects and fits the expectation of semi-supervised learning. For L-subjects in test-2
(the solid curve), the decision boundary is at x = −0.10. This represents a shift to the left by -0.21,
also consistent with semi-supervised learning.
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Figure 7.3: In the ZRQK study, unlabeled data changes human concept boundaries, as revealed by
classification and response time.

As additional evidence for boundary shift, the ZRQK study observed changes in response
time. A long response time implies that the stimulus is relatively difficult to classify. Stimuli near
the decision boundary should be associated with longer response times. Figure 7.3(b) shows mean
response times on test-1 (dotted line). After seeing just the labeled instances at x = −1 and x = 1,
people react quickly to examples near them (600ms), but are much slower (800ms) for instances “in
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the middle,” that is, near the decision boundary. More interesting is the mean response time on test-
2 for L-subjects (solid line) and R-subjects (dashed line). L-subjects have a response time plateau
around x = −0.1, which is left-shifted compared to test-1, whereas R-subjects have a response time
peak around x = 0.6, which is right-shifted. The response times thus also suggest that exposure to
the unlabeled data has shifted the decision boundary.

The ZRQK study explains the human behavior with a Gaussian Mixture Model (see Chap-
ter 3). They fit the model with the EM algorithm. After seeing the labeled data plus test-1 (since
these are what the human subjects see when they make decisions on test-1), the Gaussian Mixture
Model predicts p(y = 1|x) as the dotted line in Figure 7.4(a). Then, after exposure to unlabeled
data, the Gaussian Mixture Models fit on all data (labeled, test-1, unlabeled, and test-2) predicts
decision boundary shift for the left-shift condition (solid line) and right-shift condition (dashed
line) in Figure 7.4(a), which qualitatively explains the observed human behavior.

These Gaussian Mixture Models can also explain the observed response time. Let the response
time model be

aH(x) + bi, (7.4)

for test-i, i = 1, 2. H(x) is the entropy of the prediction

H(x) =
∑

y=−1,1

−p(y|x) log p(y|x), (7.5)

which is zero for confident predictions p(y|x) = 0 or 1, and one for uncertain predictions p(y|x) =
0.5. The parameters a = 168, b1 = 688, b2 = 540, obtained with least squares from the empirical
data, produce the fit in Figure 7.4(b), which explains the empirical peaks before and after seeing
unlabeled data in Figure 7.3(b).

7.4 STUDY THREE: ABSENCE OF HUMAN
SEMI-SUPERVISED LEARNING IN A COMPLEX TASK

The previous two sections discuss positive studies where human semi-supervised learning behavior
is observed. In this section, we present a study by Vandist, De Schryver and Rosseel (VDR), which
is a negative result [175]. The task is again binary classification. However, the feature space is two-
dimensional. Each class is distributed as a long, thin Gaussian tilted at 45◦ angle. The true decision
boundary is therefore along the diagonal, as shown in Figure 7.5(a). Such non-axis-parallel decision
boundaries are called “information-integration tasks” in psychology since the learner has to integrate
information from two features [7]. They are considered to be more complex and difficult to learn,
because there is no verbal analogue to a univariate rule.

In the VDR study, the stimuli are Gabor patches similar to those in Figure 7.5(b), where the
two features are frequency and orientation of the “gratings.” We discuss one of their experiments
that is particularly relevant to human semi-supervised learning. In the experiment, there are two
conditions:
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Figure 7.4: Gaussian Mixture Models make predictions that fit human behaviors in the ZRQK study.

• Condition 1: The subject receives 800 stimuli, one at a time, each randomly sampled from
the Gaussian mixture. The subject has to classify each stimulus into one of the two classes. In
half of the cases, after making a guess, the subject receives feedback informing her of the true
class of the stimulus. In the other half, she receives no feedback. Therefore, there is an equal
number of labeled and unlabeled instances.

• Condition 2: Same as condition 1, except that if an instance is unlabeled, its corresponding
Gabor patch is replaced by the characters “X” or “N” during display.This turns all the unlabeled
data trials into unrelated“filler trials,” thus removing the effect of unlabeled data.This condition
is therefore similar to pure supervised learning, but properly adjusted to match condition 1.
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(a) the two classes (b) two Gabor patches

Figure 7.5: The binary classification task in the VDR study.
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If semi-supervised learning helps in this information-integration task, one would expect that
subjects under condition 1 learn faster and more accurately than condition 2. This was not observed
in the VDR study. The average accuracy in each block of 100 trials is very similar under these two
conditions. Both increase gradually, from around 73% in the first block to around 93% in the 8-th
(last) block.

Therefore, unlabeled data did not affect learning in this experiment. There might be several
factors that contribute to the negative result. For one, the information-integration task in this VDR
study is considerably more difficult than the threshold task in the ZRQK study. Second, the VDR
study provides much more labeled data too. It may be that the effects of unlabeled data are largest
when labels are very sparse.

7.5 DISCUSSIONS
These studies, together with a growing body of recent work, reveal interesting similarities and
differences between human learning behavior and semi-supervised learning models. On simple
tasks, human’s most confident instances depend on test data distribution, and decision boundary
judgments align with the low-density region between modes in the unlabeled distribution—just as
predicted by machine learning models. They clearly show that supervised learning alone does not
account well for human behavior in these tasks, and semi-supervised learning might be a better
explanation.

On the harder information-integration task, however, unlabeled data did not help. In addition,
in the ZRQK study, human judgments were less certain (i.e., shallower slopes in Figure 7.3(a))
than predicted by machine learning in Figure 7.4(a). These discrepancies may provide leverage for
understanding how these models might be adapted to better capture human behavior. For example,
we may consider several alternative models: a mixture of heavy-tailed student-t distributions instead
of Gaussians; the model’s “memory” of previous items could be limited in cognitively-plausible
ways; or the model could update its estimates of the mixture coefficients and component parameters
sequentially as each new item is presented (e.g., online machine learning).

There are other questions raised by these studies. We may want to design experiments to
distinguish the different semi-supervised learning assumptions discussed in this book. Furthermore,
what about a child’s ability to point to an animal and ask Dad: “What is that?” It seems semi-
supervised learning and active learning (i.e., the setting in which the algorithm gets to choose which
instances are labeled) go hand-in-hand in human learning. By studying active learning in humans,
we may enhance the synergy between semi-supervised and active learning in machines. Ultimately,
these studies illustrate the promise of such cross-disciplinary research: congruency between model
predictions and human behavior in well-understood learning problems can shed insight into how
humans make use of labeled and unlabeled data. In addition, discrepancies between human and
machine-predicted behavior points the way toward the development of new machine learning mod-
els.
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BIBLIOGRAPHICAL NOTES
Advances in machine learning may shed light on the cognitive process behind human learning,
which may in turn lead to novel machine learning approaches. Such synergy has long been rec-
ognized [130, 105]. The study of human semi-supervised learning is still in its infancy. In the
cognitive psychology literature, there have been observations on the effect of unlabeled data to su-
pervised learning, although it was not discussed in a formal semi-supervised learning framework.
For examples, see [127, 137, 175, 194]. The earliest quantitative study of human learning with
reference to modern semi-supervised machine learning models is [166]. It used drawings of artificial
fish to show that human categorization behavior can be influenced by the presence of unlabeled
instances. Though certainly suggestive, the experiment had two limitations. First, it used a single
positive labeled example and no negative labeled examples, making it a one-class setting similar
to novelty detection or quantile estimation, instead of classification. Second, since the stimuli are
representations of a familiar concept (i.e., fish), it is difficult to know whether the results reflect prior
knowledge about the category, or new learning obtained over the course of the experiment. The first
clear demonstration of human semi-supervised learning is [214].

The combination of active learning and semi-supervised learning has attracted attention in
machine learning, see, e.g., [85, 126, 132, 183, 203, 202, 213]. In cognitive science, quantitative
research on human active learning has just started [31, 103]. We expect the study of the combination
to be a fruitful direction.
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C H A P T E R 8

Theory and Outlook
We have discussed many different semi-supervised learning algorithms throughout the book. One
might wonder: is there any theoretic guarantee that these algorithms “work”?

In this chapter,we introduce a simple computational theory to justify semi-supervised learning.
Our discussion is based on the notion of compatibility proposed by Balcan and Blum [10], and
the Probably Approximately Correct (PAC) learning framework of Valiant [174]. The particular
theorems in this chapter may not be empirically useful, because they make several strong assumptions
that are unlikely to be met in practice. Nonetheless, the way the problem is posed and the proof
technique will be useful in understanding other, more advanced versions of the learning theory in
the references. In what follows, we will first introduce a simple PAC learning bound for supervised
learning, then extend it to semi-supervised learning. For simplicity, we shall restrict ourselves to
binary classification tasks.

8.1 A SIMPLE PAC BOUND FOR SUPERVISED LEARNING∗

Recall the supervised learning problem. Let the domain of instances be X , and the domain of
labels be Y = {−1, 1}. Let P(x, y) be an unknown joint probability distribution on instances and

labels X × Y . Given a training sample D consisting of labeled data D = {(xi , yi)}li=1
i.i.d.∼ P(x, y),

and a function family F , supervised learning learns a function fD ∈ F , f : X �→ Y . We hope fD
minimizes the true error e(f ), which for any function f is defined as:

e(f ) = E(x,y)∼P [f (x) 
= y] . (8.1)

But since P is unknown, we cannot directly verify that. Instead, we can observe only the training
sample error ê(f ), which is defined in Definition 1.11:

ê(f ) = 1

l

l∑
i=1

(f (xi ) 
= yi). (8.2)

For simplicity,we will let the supervised learning algorithm pick the function fD ∈ F that minimizes
the training sample error. In addition, let us assume that the training sample error is zero: ê(fD) = 0.
Can we say anything about its true error e(fD)? As mentioned before, the precise value of e(fD) is
impossible to compute because we do not know P . However, it turns out that we can bound e(fD)

without the knowledge of P .
First, notice that fD is a random variable that depends on the training sample D.Next consider

the event {e(fD) > ε}, i.e., the particular zero-training-error function fD chosen by the learning
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algorithm actually has true error larger than some ε. For each random draw of D ∼ P , this event
{e(fD) > ε} either happens or does not happen. Therefore, we can talk about the probability of this
event

PrD∼P ({e(fD) > ε}) . (8.3)

Our goal will be to show that this probability is small. The learning algorithm picked fD because
ê(fD) = 0. There could be other functions in F with zero training error on that D. Consider the
union of the events ∪{f ∈F :ê(f )=0}{e(f ) > ε}.This union contains the event {e(fD) > ε}.Therefore,

PrD∼P ({e(fD) > ε}) ≤ PrD∼P

(∪{f ∈F :ê(f )=0}{e(f ) > ε})
= PrD∼P

(∪{f ∈F}{ê(f ) = 0, e(f ) > ε})
= PrD∼P

(∪{f ∈F :e(f )>ε}{ê(f ) = 0}) , (8.4)

where the second and the third lines are different ways to represent the same union of events. Now
by the union bound Pr(A ∪ B) ≤ Pr(A) + Pr(B),

PrD∼P

(∪{f ∈F :e(f )>ε}{ê(f ) = 0}) ≤
∑

{f ∈F :e(f )>ε}
PrD∼P

({ê(f ) = 0}) . (8.5)

The true error e(f ) for a given f can be thought of as a biased coin with heads probability e(f ).
Because D is drawn from P , the training sample error ê(f ) is the fraction of heads in l independent
coin flips. If the heads probability e(f ) > ε, the probability of producing l tails in a row is bounded
by (1 − ε)l , the product of l independent Bernoulli trials. This is precisely the probability of the
event {ê(f ) = 0}. Thus,∑

{f ∈F :e(f )>ε}
PrD∼P

({ê(f ) = 0}) ≤
∑

{f ∈F :e(f )>ε}
(1 − ε)l. (8.6)

Finally, assuming that the function family is finite in size,∑
{f ∈F :e(f )>ε}

(1 − ε)l ≤
∑

{f ∈F}
(1 − ε)l = |F |(1 − ε)l ≤ |F |e−εl, (8.7)

where the last inequality follows from 1 − x ≤ e−x . Therefore, by connecting the preceding four
equations, we arrive at the following inequality:

PrD∼P ({e(fD) > ε}) ≤ |F |e−εl . (8.8)

To see its relevance to learning, consider the complement event

PrD∼P ({e(fD) ≤ ε}) ≥ 1 − |F |e−εl . (8.9)

This says that probably (i.e., on at least 1 − |F |e−εl fraction of random draws of the training sample),
the function fD, picked by the supervised learning algorithm because ê(fD) = 0, is approximately
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correct (i.e., has true error e(fD) ≤ ε). This is known as a Probably Approximately Correct (PAC)
bound.

As an application of the above bound, we can compute the number of training instances
needed to achieve a given performance criterion:
Theorem 8.1. Simple sample complexity for supervised learning. Assume F is finite. Given any
ε > 0, δ > 0, if we see l training instances where

l = 1

ε

(
log |F | + log

1

δ

)
(8.10)

then with probability at least 1 − δ, all f ∈ F with zero training error ê(f ) = 0 have e(f ) ≤ ε.

Here, ε is a parameter that controls the error of the learned function, and δ is a parameter that
controls the confidence of the bound. The proof follows from setting δ = |F |e−εl .

The theorem has limited applicability because it assumes a finite function family, which is
seldom the case in practice. For example, training a support vector machine can be thought of
as choosing among an infinite number of linear functions. Fortunately, there are ways to extend
PAC bounds to the infinite case using concepts such as VC-dimension [97, 176] or Rademacher
complexity [14, 153]. The theorem is also implicitly limited by the fact that it does not apply if no
f has zero training error. Finally, the theorem does not tell us how to find fD, only what property
fD will have if we find one.

8.2 A SIMPLE PAC BOUND FOR SEMI-SUPERVISED
LEARNING∗

Semi-supervised learning is helpful if, by taking advantage of the unlabeled data, one can use fewer
labeled instances than (8.10) to achieve the same (ε, δ) performance. The only way this can happen
in (8.10) is to make |F | smaller. This is exactly our strategy: first, we will use unlabeled data to
trim F down to a much smaller function family; second, we will apply a PAC bound to this smaller
function family.

To begin, we need to define a notion of incompatibility �(f, x) : F × X �→ [0, 1] between
a function f and an unlabeled instance x. This function should be small when f agrees with the
semi-supervised learning assumption on x, and large otherwise. As an example, consider the “large
unlabeled margin” assumption in S3VMs that all unlabeled instances should be at least γ away from
the decision boundary.That is, we want |f (x)| ≥ γ . Further assume γ is known.Then we can define
the incompatibility function as

�S3VM(f, x) =
{

1, if |f (x)| < γ

0, otherwise.
(8.11)

Using the incompatibility function, we can define a “true unlabeled data error”

eU (f ) = Ex∼PX
[�(f, x)] . (8.12)
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Note it only involves the marginal distribution on X . For a function whose decision boundary cuts
through unlabeled data, eU (f ) will be large. Similarly, we can define a “sample unlabeled data error”

êU (f ) = 1

u

l+u∑
i=l+1

�(f, xi ). (8.13)

Now, with an argument very similar to Theorem 8.1, if we see u unlabeled instances where

u = 1

ε

(
log |F | + log

2

δ

)
, (8.14)

then with probability at least 1 − δ/2, all f ∈ F with êU (f ) = 0 have eU (f ) ≤ ε. That is, this
amount of unlabeled training data allows us to say with confidence that, if we find a function with
êU (f ) = 0, then it must have come from the sub-family

F(ε) ≡ {f ∈ F : eU (f ) ≤ ε}. (8.15)

Note F(ε) may be much smaller than F .Then, restricting our analysis to functions with êU (f ) = 0
and applying Theorem 8.1 again (this time on labeled data), we can guarantee the following. After
seeing l labeled training instances where

l = 1

ε

(
log |F(ε)| + log

2

δ

)
, (8.16)

with probability at least 1 − δ/2, all f ∈ F(ε) with ê(f ) = 0 have e(f ) ≤ ε. Putting the previous
two results together, we have the following theorem (Theorem 21.5 in [10]):

Theorem 8.2. Simple sample complexity for semi-supervised learning. Assume F is finite. Given
any ε > 0, δ > 0, if we see l labeled and u unlabeled training instances where

l = 1

ε

(
log |F(ε)| + log

2

δ

)
and u = 1

ε

(
log |F | + log

2

δ

)
, (8.17)

then with probability at least 1 − δ, all f ∈ F with zero training error ê(f ) = 0 and zero sample
unlabeled data error êU (f ) = 0 have e(f ) ≤ ε.

Some discussion is in order. This theorem may require less labeled data, compared to Theo-
rem 8.1. Therefore, it justifies semi-supervised learning. However, its conditions are stringent: one
must be able to find an f where both the labeled and unlabeled training error is zero.Semi-supervised
learning algorithms, such as S3VMs, can be viewed as attempting to minimize both the labeled and
unlabeled training error at the same time.

The theorem holds for arbitrary incompatibility functions �. For example, we can define an
“inverse S3VM” function which prefers to cut through dense unlabeled data:

�inv(f, x) = 1 − �S3VM(f, x). (8.18)
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This seems like a terrible idea, and goes against all practices in semi-supervised learning. Paradoxi-
cally,�inv could entail a small F(ε), so the required l may be small, suggesting good semi-supervised
learning. What is wrong? Such bad incompatibility functions (which encode inappropriate semi-
supervised learning assumptions) will make it difficult to achieve êU (f ) = 0 and ê(f ) = 0 at the
same time. They are bad in the sense that they make the above theorem inapplicable.

Finally, we point out that there are several generalizations to Theorem 8.2, as well as theo-
retic frameworks other than the PAC bounds for semi-supervised learning. These more advanced
approaches make weaker assumptions than what is presented here. We give some references in the
next section.

8.3 FUTURE DIRECTIONS OF SEMI-SUPERVISED LEARN-
ING

We conclude the book with a brief discussion of what is not covered, and an educated guess on where
this field might go.

This book is an introduction, not a survey of the field. It does not discuss many recent topics
in semi-supervised learning, including:

• constrained clustering, which is unsupervised learning with some supervision. Interested read-
ers should refer to the book [16] for recent developments in that area. Some techniques there
have in turn been used in semi-supervised learning [113];

• semi-supervised regression [25, 47, 159, 205];

• learning in structured output spaces, where the labels y are more complex than scalar values
(e.g., sequences, graphs, etc.) [2, 5, 26, 104, 170, 173, 215];

• expectation regularization [124], which may have deep connections with the class proportion
constraints in [36, 33, 89, 210];

• learning from positive and unlabeled data,when there is no negative labeled data [61,114,109];

• self-taught learning [140] and the universum [186], where the unlabeled data may not come
from the positive or negative classes;

• model selection with unlabeled data [94, 120, 150], and feature selection [112];

• inferring label sampling mechanisms [146], multi-instance learning [207], multi-task learn-
ing [116], and deep learning [141, 185];

• advances in learning theory for semi-supervised learning [4, 9, 46, 63, 143, 161, 162, 164].

For further readings on these and other semi-supervised learning topics, there is a book collection
from a machine learning perspective [37], a survey article with up-to-date papers [208], a book
written for computational linguists [1], and a technical report [151].
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What is next for semi-supervised learning? We wish the following questions will one day be
solved: How to efficiently incorporate massive, even unlimited, amounts of unlabeled data? How
to ensure that semi-supervised learning always outperforms supervised learning, by automatically
selecting the best semi-supervised model assumption and model parameters? How to design new
semi-supervised learning assumptions, perhaps with inspiration from cognitive science? Answering
these questions requires innovative research effort. We hope you will join the endeavor.
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A P P E N D I X A

Basic Mathematical Reference
This is a “just enough” quick reference. Please consult standard textbooks for details.

PROBABILITY

The probability of a discrete random variable A taking the value a is P(A = a) ∈ [0, 1]. This is
sometimes written as P(a) when there is no danger of confusion.

Normalization:
∑

a P (A = a) = 1.

Joint probability: P(A = a, B = b) = P(a, b), the two events both happen at the same
time.

Marginalization: P(A = a) = ∑
b P (A = a, B = b).

Conditional probability: P(a|b) = P(a, b)/P (b), the probability of a happening given b happened.

The product rule: P(a, b) = P(a)P (b|a) = P(b)P (a|b).

Bayes rule: P(a|b) = P(b|a)P (a)
P (b)

. In general, we can condition on one or more random vari-

ables C: P(a|b, C) = P(b|a,C)P (a|C)
P (b|C)

. In the special case when θ is the model parameter and D is the

observed data, we have p(θ |D) = p(D|θ)p(θ)
p(D)

, where p(θ) is called the prior, p(D|θ) the likelihood
function of θ (it is not normalized:

∫
p(D|θ) dθ 
= 1), p(D) = ∫

p(D|θ)p(θ) dθ the evidence, and
p(θ |D) the posterior.

Independence: The product rule can be simplified as P(a, b) = P(a)P (b), if and only if A

and B are independent. Equivalently, under this condition P(a|b) = P(a), P(b|a) = P(b).

A continuous random variable x has a probability density function (pdf ) p(x) ≥ 0. Unlike
discrete random variables, it is possible for p(x) > 1 because it is a probability density, not a
probability mass. The probability mass in interval [x1, x2] is P(x1 < X < x2) = ∫ x2

x1
p(x) dx,

which is between [0, 1].

Normalization:
∫ ∞
−∞ p(x) dx = 1.



86 APPENDIX A. BASIC MATHEMATICAL REFERENCE

Marginalization: p(x) = ∫ ∞
−∞ p(x, y) dy.

The expectation of a function f (x) under the probability distribution P for a discrete random vari-
able x is EP [f ] = ∑

a P (a)f (a), and for a continuous random variable is Ep[f ] = ∫
x
p(x)f (x) dx.

In particular, if f (x) = x, the expectation is the mean of the random variable x.

The variance of x is Var(x) = E[(x − E[x])2] = E[x2] − E[x]2. The standard deviation of
x is std(x) = √

Var(x).

The covariance between two random variables x, y is Cov(x, y) = Ex,y[(x − E[x])(y − E[y])] =
Ex,y[xy] − E[x]E[y].

When x, y are D-dimensional vectors, E[x] is the mean vector with the i-th entry being
E[xi]. Cov(x, y) is the D × D covariance matrix with the i, j-th entry being Cov(xi, yj ).

DISTRIBUTIONS

Uniform distribution with K outcomes (e.g., a fair K-sided die): P(A = ai) = 1/K, i = 1, . . . , K .

Bernoulli distribution on binary variable x ∈ {0, 1} (e.g., a biased coin with head probabil-
ity μ): P(x|μ) = μx(1 − μ)(1−x). The mean is E[x] = μ, and the variance is Var(x) = μ(1 − μ).

Binomial distribution: the probability of observing m heads in N trials of a μ-biased coin.

P(m|N, μ) =
(

N

m

)
μm(1 − μ)N−m, with

(
N

m

)
= N !

(N−m)!m! . E[m] = Nμ, Var(m) = Nμ(1 − μ).

Multinomial distribution: for a K-sided die with probability vector μ = (μ1, . . . , μK), the
probability of observing outcome counts m1, . . . , mK in N trials is P(m1, . . . , mK |μ, N) =(

N

m1 . . . mK

) ∏K
k=1 μ

mk

k .

Gaussian (Normal) distributions
univariate: p(x|μ, σ 2) = 1√

2πσ
exp

(
− (x−μ)2

2σ 2

)
, with mean μ, variance σ 2.

multivariate: p(x|μ, �) = 1

(2π)
D
2 |�| 1

2
exp

(
− 1

2 (x − μ)��−1(x − μ)
)

, where x and μ are D-

dimensional vectors, and � is a D × D covariance matrix.

LINEAR ALGEBRA

A scalar is a 1 × 1 matrix, a vector (default column vector) is an n × 1 matrix.
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Matrix transpose:
(
A�)

ij
= Aji . (A + B)� = A� + B�.

Matrix multiplication: An (n × m) matrix A times an (m × p) matrix B produces an (n × p) matrix
C, with Cij = ∑m

k=1 AikBkj . (AB)C = A(BC),A(B + C) = AB + AC, (A + B)C = AC + BC,
(AB)� = B�A�. Note in general AB 
= BA.

The following properties apply to square matrices.

Diagonal matrix: Aij = 0, ∀i 
= j . The identity matrix I is diagonal with Iii = 1. AI = IA = A

for all square A.

Some square matrices have inverses: AA−1 = A−1A = I . (AB)−1 = B−1A−1. (A�)−1 = (A−1)�.

The trace is the sum of diagonal elements (or eigenvalues): Tr(A) = ∑
i Aii .

The determinant |A| is the product of eigenvalues. |AB| = |A||B|, |a| = a, |aA| = an|A|,
|A−1| = 1/|A|. A matrix A is invertible iff |A| 
= 0.

If |A| = 0 for an n × n square matrix A, A is said to be singular. This means at least one
column is linearly dependent on (i.e., a linear combination of ) other columns (same for rows). Once
all such linearly dependent columns and rows are removed, A is reduced to a smaller r × r matrix,
and r is called the rank of A.

An n × n matrix A has n eigenvalues λi and eigenvectors (up to scaling) ui , such that Aui = λiui .
In general, the λ’s are complex numbers. If A is real and symmetric, λ’s are real numbers, and u’s are
orthogonal. The u’s can be scaled to orthonormal, i.e., length one, so that u�

i uj = Iij . The spectral
decomposition is A = ∑

i λiuiu
�
i . For invertible A, A−1 = ∑

i
1
λi

uiu
�
i .

A real symmetric matrix A is positive semi-definite if its eigenvalues λi ≥ 0. An equivalent
condition is ∀x ∈ R

n, x�Ax ≥ 0. It is strictly positive definite if λi > 0 for all i.

A positive semi-definite matrix has rank r equal to the number of positive eigenvalues. The
remaining n − r eigenvalues are zero.

For a vector x ∈ R
n, we have

0-norm: ‖x‖0 = count of nonzero elements
1-norm: ‖x‖1 = ∑n

i=1 |xi |
2-norm (the Euclidean norm, the length, or just “the norm”): ‖x‖2 = (∑n

i=1 x2
i

)1/2

∞-norm: ‖x‖∞ = maxn
i=1 |xi |
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CALCULUS
The derivative (slope of tangent line) of f at x is f ′(x) = df

dx
= limδ→0

f (x+δ)−f (x)
δ

.

The second derivative (curvature) of f at x is f ′′(x) = d2f

dx2 = df ′
dx

. For any constant c,
c′ = 0, (cx)′ = c, (xa)′ = axa−1, (log x)′ = 1/x, (ex)′ = ex , (f (x) + g(x))′ = f ′(x) + g′(x),
(f (x)g(x))′ = f ′(x)g(x) + f (x)g′(x).

The chain rule: df (y)
dx

= df (y)
dy

dy
dx

.

The partial derivative of multivariate function f (x1, . . . , xn) w.r.t. xi is ∂f
∂xi

=
limδ→0

f (x1...xi+δ...xn)−f (x1...xi ...xn)
δ

. The gradient at x = (x1, . . . , xn)
� is ∇f (x) =

(
∂f
∂x1

. . .
∂f
∂xn

)�
.

The gradient is a vector in the same space as x. It points to a “higher ground” in terms of f value.

The second derivatives of a multivariate function form an n × n Hessian matrix
∇2f (x) =

(
∂2f

∂xi∂xj

)
i,j=1...n

.

Sufficient condition for local optimality in unconstrained optimization: Any point x at which
∇f (x) = 0 and ∇2f (x) is positive definite is a local minimum.

A function f is convex if ∀x, y, ∀λ ∈ [0, 1], f (λx + (1 − λ)y) ≤ λf (x) + (1 − λ)f (y).
Common convex functions: c, cx, (x − c)n if n is an even integer, |x|, 1/x, ex . If the Hessian matrix
exists, it is positive semi-definite.

If f is convex and differentiable, ∇f (x) = 0 if and only if x is a global minimum.
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A P P E N D I X B

Semi-Supervised Learning
Software

This appendix contains an annotated list of software implementations of semi-supervised learning
algorithms available on the Web. The codes are organized by the type of semi-supervised models
used. We have tried our best to provide up-to-date author affiliations.

CLUSTER-BASED

Title: Low Density Separation
Authors: Olivier Chapelle (Yahoo! Research), Alexander Zien (Friedrich Miescher Laboratory of
the Max Planck Society)
URL: http://www.kyb.tuebingen.mpg.de/bs/people/chapelle/lds/
Description: Matlab/C implementation of the low density separation algorithm. This algorithm
tries to place the decision boundary in regions of low density, similar to Transductive SVMs.
Related papers: [36]

Title: Semi-Supervised Clustering
Author: Sugato Basu (Google)
URL: http://www.cs.utexas.edu/users/ml/risc
Description: Code that performs metric pairwise constrained k-means clustering. Must-link and
cannot-link constraints specify requirements for how examples should be placed in clusters.
Related papers: [15, 16]

GRAPH-BASED

Title: Manifold Regularization
Author: Vikas Sindhwani (IBM T.J. Watson Research Center)
URLs: http://manifold.cs.uchicago.edu/manifold_regularization/software.html,
http://people.cs.uchicago.edu/˜vikass/manifoldregularization.html
Description: Matlab code that implements manifold regularization and contains several other
functions useful for different types of graph-based learning.

http://www.kyb.tuebingen.mpg.de/bs/people/chapelle/lds/
http://www.cs.utexas.edu/users/ml/risc
http://manifold.cs.uchicago.edu/manifold_regularization/software.html 
http://people.cs.uchicago.edu/~vikass/manifoldregularization.html
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Related papers: [17]

Title: Manifold Regularization Demo
Author: Mike Rainey (University of Chicago)
URL: http://people.cs.uchicago.edu/˜mrainey/jlapvis/JLapVis.html
Description: Graphical demonstration of manifold regularization on toy data sets. Allows users to
manipulate graph and regularization parameters to explore the algorithm in detail.
Related papers: [17]

Title: Similarity Graph Demo
Authors: Matthias Hein (Saarland University), Ulrike von Luxburg (Max Planck Institute for
Biological Cybernetics)
URL: http://www.ml.uni-saarland.de/GraphDemo/GraphDemo.html
Description: Matlab-based graphical user interface for exploring similarity graphs. These graphs
can be used for semi-supervised learning, spectral clustering, and other tasks. Also includes several
commonly used toy data sets.
Related papers: See references in Chapter 5.

Title: Maximum Variance Unfolding
Author: Kilian Q. Weinberger (Yahoo! Research)
URLs: http://www.weinbergerweb.net/Downloads/MVU.html,
http://www.weinbergerweb.net/Downloads/FastMVU.html
Description: Implements variations of the dimensionality reduction technique known as maximum
variance unfolding. This is a graph-based, spectral method that can use unlabeled data in a
preprocessing step for classification or other tasks.
Related papers: [148]

Title: SGTlight (Spectral Graph Transducer)
Author: Thorsten Joachims (Cornell University)
URL: http://sgt.joachims.org/
Description: Implements the spectral graph transducer, which is a transductive learning method
based on a combination of minimum cut problems and spectral graph theory.
Related papers: [90]

Title: SemiL
Authors: Te-Ming Huang (INRIX), Vojislav Kecman (University of Auckland)
URL: http://www.learning-from-data.com/te-ming/semil.htm
Description: Graph-based semi-supervised learning implementations optimized for large-scale
data problems. The code combines and extends the seminal works in graph-based learning.

http://people.cs.uchicago.edu/~mrainey/jlapvis/JLapVis.html
http://www.ml.uni-saarland.de/GraphDemo/GraphDemo.html
http://www.weinbergerweb.net/Downloads/MVU.html
http://www.weinbergerweb.net/Downloads/FastMVU.html
http://sgt.joachims.org/
http://www.learning-from-data.com/te-ming/semil.htm
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Related papers: [198, 210, 86]

Title: Harmonic Function
Author: Xiaojin Zhu (University of Wisconsin-Madison)
URL: http://pages.cs.wisc.edu/˜jerryzhu/pub/harmonic_function.m
Description: Matlab implementation of the harmonic function formulation of graph-based
semi-supervised learning.
Related papers: [210]

Title: Active Semi-Supervised Learning
Author: Xiaojin Zhu (University of Wisconsin-Madison)
URL: http://www.cs.cmu.edu/˜zhuxj/pub/semisupervisedcode/active_learning/
Description: Implementation of semi-supervised learning combined with active learning. In active
learning, the algorithm chooses which examples to label in the hopes of reducing the overall amount
of data required for learning.
Related papers: [213]

Title: Nonparametric Transforms of Graph Kernels
Author: Xiaojin Zhu (University of Wisconsin-Madison)
URL: http://pages.cs.wisc.edu/˜jerryzhu/pub/nips04.tgz
Description: Implementation of an approach to building a kernel for semi-supervised learning. A
non-parametric kernel is derived from spectral properties of graphs of labeled and unlabeled data.
This formulation simplifies the optimization problem to be solved and can scale to large data sets.
Related papers: [211]

S3VMS

Title: SVMlight

Author: Thorsten Joachims (Cornell University)
URL: http://svmlight.joachims.org/
Description: General purpose support vector machine solver. Performs transductive classification
by iteratively refining predictions on unlabeled instances.
Related papers: [88, 89]

Title: SVMlin
Authors: Vikas Sindhwani (IBM T.J. Watson Research Center), S. Sathiya Keerthi (Yahoo!
Research)
URL: http://people.cs.uchicago.edu/˜vikass/svmlin.html

http://pages.cs.wisc.edu/~jerryzhu/pub/harmonic_function.m
http://www.cs.cmu.edu/~zhuxj/pub/semisupervisedcode/active_learning/
http://pages.cs.wisc.edu/~jerryzhu/pub/nips04.tgz
http://svmlight.joachims.org/
http://people.cs.uchicago.edu/~vikass/svmlin.html
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Description: Large-scale linear support vector machine package that can incorporate unlabeled
examples using two different techniques for solving the non-convex S3VM problem.
Related papers: [160, 156]

Title: UniverSVM
Author: Fabian Sinz (Max Planck Institute for Biological Cybernetics)
URL: http://www.kyb.tuebingen.mpg.de/bs/people/fabee/universvm.html
Description: Another large-scale support vector machine implementation. Performs transductive
classification using the Universum technique, trained with the concave-convex procedure (CCCP).
Related papers: [186]

OTHER MODELS

Title: Gaussian Process Learning
Author: Neil Lawrence (University of Manchester)
URL: http://www.cs.man.ac.uk/˜neill/ivmcpp/
Description: Implementation of semi-supervised learning with Gaussian processes.
Related papers: [106]

http://www.kyb.tuebingen.mpg.de/bs/people/fabee/universvm.html
http://www.cs.man.ac.uk/~neill/ivmcpp/


93

A P P E N D I X C

Symbols
Symbol Usage
δ confidence parameter in PAC model
ε error parameter in PAC model
λ weight
� complexity of hypothesis
� covariance matrix of a Gaussian distribution
θ model parameter
μ mean of a Gaussian distribution
� incompatibility between a function and an unlabeled instance
ξ SVM slack variable
A an algorithm
b SVM offset parameter
C number of classes
c loss function
D observed training data
D feature dimension; degree matrix
d distance
F hypothesis space
f predictor, hypothesis (classification or regression)
H hidden data
H entropy
k number of clusters, nearest neighbors, hypotheses
L normalized graph Laplacian
L unnormalized graph Laplacian
l number of labeled instances
N Gaussian distribution
n total number of instances, both labeled and unlabeled
p probability distribution
q auxiliary distribution for EM
� matrix transpose
u number of unlabeled instances
W, w graph edge weights
w SVM parameter vector
X instance domain
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x instance
Y label domain
y label
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