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PREFACE

Because of rapid developments in computer technology and computational
techniques, advances in a wide spectrum of technologies, and other advances
coupled with cross-disciplinary pursuits between technology and its applications to
human body processes, the field of biomechanics continues to evolve. Many areas of
significant progress can be noted. These include dynamics of muscilosketal systems,
mechanics of hard and soft tissues, mechanics of bone remodeling, mechanics of
implant-tissue interfaces, cardiovascular and respiratory biomechanics, mechanics
of blood and air flow, flow-prosthesis interfaces, mechanics of impact, dynamics of
man-machine interaction, and many more. This is the first of a set of four volumes
and it treats the area of Computational Methods in biomechanics.

The four volumes constitute an integrated set. The titles for each of the volumes
are:

Biomechanical Systems Technology: Computational Methods
Biomechanical Systems Technology: Cardiovascular Systems
Biomechanical Systems Technology: Muscular Skeletal Systems

Biomechanical Systems Technology: General Anatomy

Collectively they constitute an MRW (Major Reference Work). An MRW is a
comprehensive treatment of a subject area requiring multiple authors and a munber
of distinctly titled and well integrated volumes. Each volume treats a specific but
broad subject area of fundamental importance to biomechanical systems technology.

Each volume is self-contained and stands alone for those interested in a
specific volume. However, collectively, this 4-volume set evidently constitutes the
first comprehensive major reference work dedicated to the multi-discipline area of
biomechanical systemns technology.

There are over 120 coauthors from 18 countries of this notable MRW. The
chapters are clearly written, self contained, readable and comprehensive with
helpful guides including introduction, summary, extensive figures and examples with
comprehensive reference lists. Perhaps the most valuable feature of this work is the
breadth and depth of the topics covered by leading contributors on the international
scene.

The contributors of this volume clearly reveal the effectiveness of the techniques
available and the essential role that they will play in the future. I hope that
practitioners, research workers, computer scientists, and students will find this set
of volumes to be a unique and significant reference source for years to come.
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CHAPTER 1

DEFORMABLE IMAGE REGISTRATION FOR RADIATION
THERAPY PLANNING: ALGORITHMS AND APPLICATIONS

MICHAEL R. KAUS
Philips Radiation Oncology Systems, Madison, WI, USA

michael. kaus@philips. com

KRISTY K. BROCK
Medical Phystcs Department
Princess Margaret Hospital, Toronto, Ontario, Canada
kristy. brock@rmp. uhn. on. ca

Approximately 60% of cancer patients are treated with external beam radiotherapy at
some point during disease management. Despite the extended time frame of fractionated
therapy (4-6 weeks), radiation therapy planning is carried out based on information
that is currently limited to a single 3D anatomical computed tomography scan at
the onset of treatment. This concept may result in severe treatment uncertainties,
including the irradiation of risk organs and reduced tumor coverage. Repeat 3D
single or multi-modality imaging acquired at various time intervals during and after a
radiation course provides the opportunity to increase treatment accuracy and precision
by optimizing treatment in response to anatomical changes; to improve target delineation
through modality-specific complementary tumor representations, and to assess treatment
response. Integration of multiple imaging sources into a single patient model requires
compensation of geometric differences while maintaining modality-specific differences in
information content. Deformable image registration aims to reduce such uncertainties
by estimating the spatial relationship between the volume elements of corresponding
structures across image data. This paper reviews the algorithmic components of
deformation algorithms, and their application to treatment sites with evident zeometric
changes, including mono- and multi-modal image registration for cancer of the head and
neck, lung, liver, and prostate.

Keywords: Cancer; external beam radiotherapy; treatment planning; deformable image
registration.

1. Introduction

Cancer is the second leading cause of death in the industrialized countries and the
only major disease for which death rates are increasing. The demand for cancer care
will increase over the decade as the aging of the baby boomer population drives a
dramatic increase in the incidence of many cancers.

Approximately 60% of cancer patients are treated with external beam
radiotherapy (EBRT) at some point during management of their disease. The main
goal of radiation therapy (RT) is to maximize the dose to the target while limiting
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2 M. R. Kaus and K. K. Brock

the dose to nearby healthy organs (“risk organs™), in order to improve control of
tumor growth and limit side effects.

Radiation therapy is primarily used to treat cancer by locally targeting radiation
to the diseased tissue. Radiation beams are produced by medical linear accelerators
(Fig. 1). These devices are mounted on a gantry with a rotating couch to allow
for many beam directions to be focused on the target volume. Sparing of normal
tissues is accomplished in two fundamental ways: geometric avoidance of normal
tissues is accomplished by directing multiple beams at the target, thus delivering
a high dose where the beams intersect at the target, and a relatively lower dose
outside of the intersection. Biological sparing of normal tissue is accomplished by
fractionating the therapy over several weeks, irradiating daily. The tumor tissue
lacks repair mechanisms to repair DNA damage from the radiation, whereas normal
tissues can repair minor DNA damage. Therefore, by fractionating the treatment,
normal tissues are provided time to repair, thus hiclogically sparing the normal
tissue.

Despite the extended time frame of fractionated radiotherapy (4-6 weeks), RT
planning is carried out based on information that is currently limited to a single
3D anatomical computed tomography (CT) image data set acquired at the onset
of treatment design (Fig. 2). The patient is marked for repeated alignment with
localization lasers in the treatment room. The treatment planning is then performed
on the CT scan where beam geometries, energies, and collimation are determined,
and the resultant dose distribution is computed. This concept may result in severe
treatment uncertainties, resulting in irradiation of risk organs and reduced tumor
coverage. 1?

Natural processes in the body and response of normal and target tissue to
the treatment result in significant inter- and intra-fractional geometrical changes.
Intra-fractional (during a single treatment fraction) geometric change occurs during

Fig. 1. Linear accelerator with on-board kV cone-beamn CT imaging unit. The device enables
therapeutic irradiation and soft-tissue imaging while the patient is on the treatment unit.
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Fig. 2. Example of a radiation treatment plan of a patient with liver cancer treated in 6 fractions
with 36 Gy. Displayed are orthogonal cuts through the 300 CT, and target contours, and isc-dose
lines. Images courtesy Radiation Medicine Program, Princess Margaret Hospital (L. Dawson).

radiation delivery due to breathing, cardiac motion, rectal peristalsis and bladder
filling. Inter-fractional (day-to-day) geometric change occurs over the weeks of
therapy, due to digestive processes, change of breathing patterns, difference in
patient setup, and treatment response like growth or shrinkage of the tumor or
nearby risk organs (e.g., the parotids in head and neck treatment). These changes
are taken into account by population-based “uncertainty” margins around the target
area, which may be excessive or conservative and are applied to the structures
identified before the therapy begins.

Repeat 3D imaging with single or multiple imaging modalities acquired at
various time intervals during and after a radiation course provides the opportunity
to increase treatment accuracy and precision by optimizing treatment in response
to anatomical changes; to improve target delineation through modality-specific
complementary tumor representations, to quantify patient specific physiological
motion, and to assess treatment response. The exploitation of integrated imagery
may allow both dose escalation to the tumor and reduction of dose given to organs
at risk. This has the potential to allow for dose escalation using larger fractions size
hypo-fractionated regimes increasing the chance of local control without increasing
toxicity.
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4 M. R. Kaus and K. K. Brock

The concepts of adaptive radiotherapy (ART) and image-guided radiotherapy
(IGRT) provide methods to monitor and adjust the treatments to accommodate the
changing patient. ART is an off-line approach where the anatomical and biological
changes are monitored over the course of treatment, and the treatment is modified
when significant changes are identified. IGRT is typically an on-line concept where
the patient or treatment plan is shifted or modified for each treatment. Both
concepts require advanced image processing tools in order to be successful in clinical
practice.

The goal of deformable image registration is to resolve differences in geometry
while maintaining modality-specific differences in information content by means of
estimating the spatial relationship between the volume elements (i.e., the image
voxels) of corresponding structures across image data sets. The solution of this task
in turn allows for the geometrically corrected transfer of target and organ at risk
contours (or regions of interest, ROI) between images, quantitative description of
physiological motion patterns, measurement of image-based surrogates of treatments
response, and the design of dose patterns and determination of their effect in
deforming anatomy on a patient-specific basis.

The remainder of this chapter reviews the basic algorithmic components of
deformable image registration techniques commonly used in RT planning, and
their applications to treatment sites where geometric changes are most prominent,
including mono- and multi-modal image registration for cancer of the head and
neck, lung, liver and prostate.

2. Algorithmic Components of Deformable Image Registration
Techniques

Deformable image registration has been studied since the early 80s and for many
vears, brain surgery and neurosciences have been the driving applications for
developing an abundant mumber of techniques.”* Despite the significant progress
that has been made, deformable registration is still not clinically accepted and
remains a challenging problem.

In the following sections we will describe the core components of a deformable
registration algorithm — similarity measures, deformation models, and commonly
used optimization methods. This section does not intend to provide a complete
literature overview, but to give a favor of methods applied to radiation therapy
problems, and to provide a basis for the subsequent discussion of application to the
various treatment sites.

2.1. Swimilarity measures
2.1.1. Intensity-based similarity measures

Registration methods that use voxel similarity measures determine the registration
transformation by optimizing the similarity function directly from the voxel values
rather than from points or surfaces derived from the image.*
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Deformable Image Registration for Radiation Therapy Planning

One of the simplest voxel similarity measures between a transformed image I»
and a fixed image I is the sum of squared grey value differences

$SD =" (L(i) - L(i),

ieM

where M is the region of overlap of the images Is and I;. SSD is very sensitive to
voxels with large intensity differences (outliers) which makes SSD only applicable
in single-modality registration contexts, or more precisely, in cases where the images
to be registered only differ by noise when registered. The least-squares form of SSD
makes the measure computationally very attractive since fast optimization schemes
such as Gauss-Newton or Levenberg-Marquardt can be applied.”

If a linear relationship between the grev values of the images can be assumed,
correlation-hased similarity measures such as the cross-correlation

S (i) — L)(L(i) — I2)
CC =
VY (L(i) — )2y (Ia(i) — I2)?

can be applied. As this is a quadratic form, the same highly efficient munerical

methods can be applied as for the optimization of SSD-based measures. Usually
C'C' is not suited for multi-modality registration since a global linear transformation
function of the grey values cannot be presumed. However, in a number of small
neighborhoods the assumption of a linear relationship is valid and the cross-
correlation coefficient can be nsed as an indicator of image similarity.

If we square and acciumnulate the local C'C values (allowing for positive as well as
negative correlated transitions) then also multi-modality images can be registered.
The measure is denoted as local correlation

l 2
ACeS ¥ Z CC2(S;),

s;eM

where C'C? is the square cross correlation coefficient for the j-th subregion S;, and
N is the number of subregions contained in N. LC has been successfully used for
varions medical rigid and deformable registration tasks.%

Image registration can also be considered within an information theoretic
framework. The basic idea is to exploit a statistically significant relationship between
the grey values of the input images. This relationship does not have to be explicitly
known. The only fact used is that proper registration means proper alignment of
significant grey value structures that — via their statistical relationship — lead to
pronounced peaks in the joint grev value distribution detected as maxima of its
mutual information or entropy. The mutual information

Py PR
I7 — § : Jik ik
ik 21F
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G M. R. Kaus and K. K. Brock

where V' denotes the volume of overlap, le and P; are the probabilities of grey
values 7 and k in the two images respectively, and P;f is the probability that
grey values j and k occur in the fixed and at the corresponding position in the
transforming image. M T has become the accepted standard for image registration,
in particular for multi-modality applications. Over the last years, a large amount
of publications demonstrate that MT can be used without need for pre-processing,
user initialization and parameter tuning.”

The normalization of M (NMI) with respect to the image overlap has proven
as a useful extension of the measure. A drawback is that M7 is not a least-squares
criterion and the calculation of derivative information is not straightforward.®
Steepest decent or simplex optimization schemes are frequently applied which
may result in prohibitive computational costs for elastic transformations with a
larger number of parameters. A dedicated Levenberg—Marquardt method for MT
optimization can be found in.® This approach has recently been extended to higher
order M1.1°

M is usually applied on image intensities directly. Recent work explores M1 for
measuring the similarity of voxel labels or image features by allowing different sized
bins leading to probabilistic M7.'* The registration is separated from the image
space by integrating a pre-processing step that interprets grev values according to
an underlying tissue class model.

2.1.2. Contour-based measures

Contour matching has been used to define boundary conditions for point-,
surface or finite element model-based deformable registration algorithms. Basically,
deformation is prescribed on the surfaces of ROI, which are then interpolated to
the remaining voxels in the image by means of various deformation models.

Contour matching relies on previously delineated ROI in the image pairs.
Several techniques to derive point-correspondences from corresponding contours
have been developed, including manual identification and automated optimization
to align the surface while minimizing distortion or energy.

Contour matching, through the manual identification of point correspondences
on contours of the ROT on two images is limited to the accuracy with which one
can identify corresponding points and is often nsed as a starting point for iterations
that involve energy minimization.!??

Energy minimization calculates the energy required to deform the contour by
the displacement vector. By minimizing the energy that is required to deform the
contoured representation of the ROI from one instance to another, the algorithm
strives to model the true physiological deformation, which is governed by the path of
least resistance.l* Guided surface projection projects points, defined on the surface
of one ROI, to a surface, defined by the second representation of the ROI. The
projection is primarily perpendicular to the surface but allows flexibility in the
projection to preserve the relationship between the points on the ROI surface.!™:19
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Deformable Image Registration for Radiation Therapy Planning 7

2.2. Deformation models
2.2.1. Parametric transformations

A common method for describing parametric elastic transformations is to view
the transformation as a deformation field defined by a linear combination of a
class of basis functions. Common choices of basis functions are thin-plate spline
(TPS) models using radial basis functions, elastic body splines (EBS), or B-splines.
The latter have the advantage of local support (basis functions with local support
have also recently been applied for registration using TPS and EBS.17!® Using
basis functions with compact support, a change of a parameter only affects
the transformation in a spatially limited neighborhood while other parts of the
deformation remain unchanged. Hence, with respect to image reformation, only the
relevant part of the image has to be resampled, which significantly improves the
computational performance.

2.2.1.1. B-splines

The 1D basis function of a B-spline is a piecewise polynomial with a uniform spacing
between the control points, which is extended to higher dimensions by a tensor
product. For example, a B-spline deformation field in 3D is defined as

3 3 3

w(2,y,2) = > > Bi(t) B (v) Bu(w)igt jym ktn

=0 m=0n=0

where B; represents the [th basis function of a B-spline, @i jim k4n 15 a control
point on a uniform grid n, xn, xn., and x,y, z are the spatial 3D image coordinates.
B-splines, in particular in combination with MI similarity, have shown potential for
medical applications such as breast MRIL.'°

Although B-splines can be used within a multi-scale framework by first using
coarse meshes which are constantly refined, the individual mesh resolution cannot
be adapted to the structure of the underlying image. The mesh resolution can
only be improved on the whole image requiring a large number of control points
also in areas where the image does not provide much structure. This must also be
considered when using advanced optimization schemes, for example when using a
Gauss—Newton method in case of SSD similarity, since the linear systems to be
solved during registration may become singular. A solution to this problem is to
allow for a set of irregularly spaced control points which can be better adapted to
the underlying image structures (see below).

Since the displacement of the control points is not constrained during optimi-
zation, a folding of the points may occur resulting in an inconsistent topology of the
deformation field. To overcome this difficulty, several techniques for regularization
are proposed such as adding an energy term to the similarity measure or using
multi-level B-spline approximation techniques.!?:?
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8 M. R. Kaus and K. K. Brock

2.2.1.2. Radial basis functions
Landmark-based registration methods are based on the framework of topologically
consistent parametric deformations based on a mapping between corresponding
control points (landmarks) in the floating and reference images. The landmark
positions are usually selected manually, or (semi-) automatically, e.g., based on
differential operators or fitting of deformable models.?" Image intensity information
is not explicitly used by these methods.

An interpolation transformation function or displacement field -ﬁ(i",:) hased on
point-landmarks must fulfill the constraint

a(pi) = @,
where p; constitute a given set of point-landmarks {or control points) in the reference

image, and §; are the corresponding point-landmarks in the floating image. The
displacement field is generally given by

N
#(T) =Y _ EU(r) + AT+,
i=1

where AT + b is an affine transformation, N is the munber of control points,
and U(r) is the basis function depending on the Euclidian distance r = |& — pj.
Combining above equations results in a system of linear equations, which can be
efficiently solved to calculate the coefficients & and the components of the affine
transformation.

Intuitively, the coefficients have a meaning similar to force strengths, which are
applied at the location of the control points §; in order to move them on top of
the corresponding points ¢;. To estimate the displacement that all forces yield at
a particular location 7 in the image, the effect of each force in control point p; at
location ' is accumulated.

The choice of the basis function U(r) determines the characteristics of the
displacement field away from the control points. Many basis functions have been
proposed, but it is hard to give rules of thumb on how to select the best basis
function, as the best choice is highly data-dependent.

2.2.1.3. Thin-plate splines (TPS)
The 3D TPS function is

Urps(r) =r,

which is analogous to the one used by Bookstein and has been used to analyze
the variation of biological shapes.?! The name “thin plate” refers to a physical
analogy involving the bending of a thin sheet of metal orthogonal to the plate, such
that it passes through given data points in elevation “z” of the plane, while taking
a shape in which it is least bent. The TPS model produces radially symmetric
transformations, which are globally distributed owing to the affine part.
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Deformable Image Registration for Radiation Therapy Planning 9

2.2.1.4. Wendland functions

With the TPS, a landmark pair can influence the whole image. It has been argned
that TPS has difficulties describing local deformations, if the control points are
not well distributed over the image to prevent deformations in regions where no
changes are desired. Fornefett et al. proposed Wendland basis functions for image
registration, with

. vt
Uw (r) = (1 - —) (4— + 1) _,

a/+\ a
which produces radially symmetric local transformations that are zero for r > a.'”
The support radius a determines the spatial range of influence induced by a
particular control point pair. The deformation induced by mapping p; to §; is zero
outside of a spherical image region around p; with radius a. Because this model
is not invariant to affine transformations, the affine transformation parameters are
estimated and applied prior to the deformable registration with Wendland functions.

2.2.1.5. Elastic body splines (EBS)

The EBS is a physically motivated model, which may be advantageous over the
application of purely geometric transformations for registering follow-up data of the
same subject. The EBS is an analytical solution to the Navier equation, describing
the deformation of elastic bodies under the imfluence of externally applied forces.?
A parametric representation with an analytical solution of the Navier equation can
be derived if Gaussian-shaped forces are centered at the positions of the control
points to elastically deform the image in a way that the prescribed corresponding

control points (prescribed displacements) are preserved. This leads to the EBS

function
Uspstr) = gy (1 (€)1 + 220527,
with
_ 1 [(B—dv)erf(§) exp(=€) | erf(§)
@1(5)_ﬁ0{ e evm e }
and

1 erf(.f)_?;exp(—&j) 3erf(€)
00= 7517 N }

where € = r/\20, & = (J — q)/r is a unit vector pointing in the direction
of r, and v and Y are the Poisson’s ratio and Young’s modulus controlling the
compressibility and stiffness of the material.!® Similar to the Wendland functions,
the afline transformation is calculated prior to the registration with EBS. and the
parameter a can be used to define the locality of the transformation in order to cope
with both small deformations of fine-detail and large (relatively to the image size)
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10 M. R. Kaus and K. K. Brock

deformations. As opposed to TPS and Wendland functions, the model based on the
Gaussian EBS results in local transformations that are not radially symmetric.

2.2.1.6. Irregular grids

Parametric registration using irregular grids can be considered as a generalization
of landmark-based registration. The placement of landmarks is optimized jointly
with the transformation parameters based on minimization of an objective function,
which can potentially include the similarity measure between the images. This can
be considered as a task of finding an optimal irregular grid of control points defining
the transformation.

In Fornefett et al. the optimal landmark distribution was obtained through
minimization of an energy function defined as a sum of the distance between the
landmark positions in the reference and the transformed floating image and the
TPS bending energy.?? In this approach, however, the similarity measure was not
included into the optimization procedure. In contrast, a registration method was
proposed in Davis ef al. where the optimal landmark distribution is selected, which
maximizes the correlation coefficient between the images. A similar strategy has
been pursued in Pekar ef al. where optimal positions for Gaussian-shaped forces are
determined by minimization of the squared difference between the images.>*?*

An advantage of irregular grids is the potentially smaller number of parameters
required compared to the regularly sampled grids. On the other hand, these methods
may be computationally expensive, since the evaluation of the objective function
to be minimized requires reformatting of the whole image, and global optimization
requiring many evaluations may be needed to avoid local minima.

2.2.2. Non-parametric transformations

Non-parametric transformations rely on physical properties and functions to guide
the registration process. Solving the transformation may be less efficient, but offer
increased Hexibility.

2.2.2.1. Linear elastic
Hooke's law of elasticity describes the strain, the deformation a body undergoes,
when subjected to a stress, the force per unit area. Under Hooke's law this is a
linear relationship described by

F=—kr,
where x is the change in length of the object, F is the restoring force exerted by the

body, and k is the spring or force constant. Hooke’s law can be rewritten, in terms
of stress and strain. as

o= FEs,
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or as

1 L 1
AL—EixeEf—foxa.
2.2.2.2. Viscoelastic
In some materials, the relationship between stress and strain is not linear.
A viscoelastic material exhibits hysteresis in the stress—strain curve and stress
relaxation and creep occeurs. As the linear elastic model is represented as a spring, a
viscoelastic material is presented using springs and dashpots, connected in a series,
a Maxwell material, or in parallel and series, a Kelvin material. In a viscoelastic
model the stress and strain are a function of time.

2.2.2.3. Hyperelastic

The hyperelastic model, the most general type of nonlinear elastic behavior, assumes
a strain energy density potential, U, which defines the stresses. The strain equation
becomes:

ou

e

where o and £ are the work conjugate strain and stress measures.

T =

2.2.2.4. Navier-Stokes equation

The standard partial differential equation (PDE) describing the deformation of a
linear elastic object under equilibrinm conditions is given by

pV2i + (u+ NV (VTa) + F(Z, i) = 0,

where u is the displacement vector, F is the force on the object at z that depends
on the deformation u, and g and A are Lames coefficients, determined from Young’s
Modulus (E) and Poisson’s ratio (1), through the equations

B (3N + 2,(.-,).
A+

and

B A
2N+ p)

1%

2.2.2.5. Viscous fluid

For an incompressible fluid, the conservation of energy, momentum, and mass lead
to the Navier-Stokes equations to describe the motion of a fluid substance. In the
viscous fluid model, g is set to 1 and A to 0, resulting in the simplified equation

Vi + V(VTd) + F(F, 1) = 0.

The force field ﬁ(f, i) can be modified to maximize the intensity similarity between
two images, i.e., using mutual information described above. Given two images G(T)
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12 M. R. Kaus and K. K. Brock

and F (T — @) F can be written as

F(f,id)=Vzl = B,

a 1 [0ty
-

Lﬁ} (F(F - ),6(F)VF( - a),

where Lz is a function of the mutual information in the images.

2.2.2.6. Diffusion or Demon’s algorithm
The Demon’s algorithm defines the deformation field as

(m —s)Vs B FVs
|Vs|24 (m—s)2  |Vs|2+ F2’

i =

where (m — s) is the external fore, or the differential force between the static and

moving images
@(|Vs|* + F?) — FVs = 0,
and
|Vs|?@ + F?id — FVs = 0,
where u is the displacement, s is the gradient of the static image.

2.2.2.7. Solving

There are two primary methods to solving the PDEs described above, the finite
element method and the finite difference method. The finite element method
approximates the solution using a mesh to describe the volume and solving the
PDEs at the nodes in the mesh. The finite difference method approximates the
differential equation, solving them using finite quantities instead of infinitesimal
ones.

2.2.2.8. Finite element

The finite element method solves the above partial differential equations using finite
elements, which approximates the solution of the equations using a mesh, which is
a set of discrete sub-domains from a continuous domain. PDEs can be solved by
eliminating the differential equation, using a stead state approach, or by converting
the PDE into an equivalent ordinary differential equation. The finite element method
mumerically stable and allows the precision of the model to varv over the model
domain, thereby increasing accuracy in areas where it is needed without increasing
computational time for accuracy in areas where it is not needed. Finite element
analysis is a computer simulation technique for the finite element method. The
accuracy of the approximation can be improved by refining the mesh used to describe
the problem, at the expense of increased computational times.

Leondes, Cornelius T.. Biomechanical Systems Technology (V1).

: World Scientific, . p 21

http://site.ebrary.com/id/10255686?ppg=21

Copyright © World Scientific. . All rights reserved.

May not be reproduced in any form without permission from the publisher,
except fair uses permitted under U.S. or applicable copyright law.
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2.2.2.9. Finite difference

In the finite difference method, the PDEs are converted into a set of finite difference
equations. These equations can be solved given the appropriate boundary conditions
and imposing a regular grid over the domain. The approach can be implemented
using the implicit method or explicit method. The implicit method solves a system
of simultaneous linear equations using the backward difference. The method is
always numerically stable and will converge, however, at the expense of heing
mumerically intensive. The explicit method, proceeding backwards in small intervals
using the appropriate boundary conditions, is mumnerically stable and convergent
under specified certain step and grid sizes.

The errors of both the explicit and implicit methods are linear over the step and
quadratic of the grid size. Several other formulas and methods exist, including the
Crank-Nicolson method, which is numerically stable and convergent, numerically
intensive, and accurate for small step sizes, the Du Fort-Frankel method, and the
Laasonen method.

There are benefits to both the finite element and finite difference methods. The
finite element method is better able to handle complex geometries, ie., complex
surfaces of structures, because the mesh is flexible. Finite difference relies on a
rectangular grid, resulting in a less accurate approximation of surfaces that have a
curved shape. Finite difference tends to be easier to implement than finite element.
Althongh not always the case, the finite element approach tends to be more accurate
than the finite difference method, largely due to the improved quality of the
approximations between the grid points.

3. Applications

This section reviews RT applications where geometric changes are most prominent.
The applications are organized according to location in the hody — cancer of the
head and neck, the lung, the liver, and the prostate. Each subsection provides a
basic account of important issues specific to EBRT published evidence of geometric
change, and potential and published applications of mono- and multi-modal image
registration.

3.1. Head and Neck

The importance of deformable registration in radiotherapy treatment planning,
delivery, and response assessment for the head and neck has been recently identified.
Investigational studies show that the tumor and surrounding normal tissue change in
shape and volume over the course of a standard fractionated treatment. In addition,
the integration of MR and PET into the CT-based treatment planning process
requires careful registration, including deformable registration when changes in neck
fexion are present between scans, due to differences in patient position.
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14 M. R. Kaus and K. K. Brock

Treatment of the carcinoma in the head and neck requires highly conformal
fields, in order to spare the many surrounding critical structures, such as the spinal
cord and parotid glands, and image guidance to accurately deliver the treatment to
the tumor.

Conformal treatment plans, i.e., plans that deliver a high dose to the tumor
and have a rapid dose falloff outside of the tumor boundary, require 3D treatment
planning. Although CT is the primary image dataset for radiotherapy, providing
electron density information and a geometrically robust image, multi-modality
imaging can improve the identification, and therefore delineation, of the tumor.
When including multi-modality imaging, such as MRI and PET, registration and
fusion must be performed to allow a correspondence between the secondary image
and the primary image, used for dose calculation. Changes in patient position, due
to neck flexion, and differences in internal anatomy, require deformable registration
for integration of multi-modality imaging for treatment planning,.

Characterization and validation of registration algorithms has been identified
as an important area of research, whether using a rigid or deformable registration
algorithm.?®2% Phantom studies provide a robust method of quantifying the
registration accuracy of rigid registration, however, are a simplification of the
images obtained under clinical conditions, which include artifacts and deformations.
Qualitative validation of deformable registration has been performed by applying
the deformation map to the contours generated on the reference image to map
them to the secondary image. These auto-contours are then compared to manual
contours on the secondary image. Contour variation is also a factor in this method
of evaluation and it does not ensure the accuracy of the deformation of the internal
structure of the contoured structure.

The benefit of multi-modality imaging to improve variability of target definition
by different observers (inter-ohserver variability ) has also been investigated. Results
have been mixed, with some indicating improved consistency, while others show no
improvement, depending on anatomical site and type of multi-modality imaging.
It is important, however, to ensure that the images are properly registered before
comparing volumes, which may often require deformable registration.

Changes in tumor and normal tissue shape and volume have been observed over
the multi-fraction course of treatment for cancers in the head and neck.?” The gross
tumor volume had a median relative loss of 69.5% over the course of treatment and a
median center of mass displacemnent of 3.3 1mm. The parotid glands, a radiosensitive
normal tissue, saw a median decrease in volume of 0.19 cc/day and a median medial
shift of 3.1 mm. These anatomical changes can result in a deviation of the delivered
dose from the planned dose, resulting in a potential increase in dose to normal
tissue and a decrease in dose to the tumor. These deviations may result in an
unacceptable plan, either exceeding the normal tissue dose limitations or delivering
a dose that it lower than the dose expected to lead to local tumor control for the
tumor. Adapting the treatment plan during the course of treatment to account
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Deformable Image Registration for Radiation Therapy FPlanning 15

for these changes has been the subject of recent research, which relies on accurate
deformable registration. Deformable registration allows the anatomical structures,
as defined on the mid-treatment images, to be mapped back to the planning image.
This allows an accurate accurmulation of delivered dose to he generated. Once the
accurate accumulated dose is generated, a new optimized plan can be created to
maintain the initial planning goals for the tumor and the normal tissue.

The advancement of volumetric imagining in the treatment room, using in-room
CT, kV cone-beam CT (kVCBCT), MV cone-beam CT (MVCBCT) and MV CT
imaging (MVCT), has provided the imaging data needed to perform ART. Lu et al.
investigated the application of deformable registration using a fast intensity-based
free-form deformable registration technique to correlate MVCT images acquired
at the time of treatment with a kVCT image obtained for treatment planning
for five head and neck patients.”® Prior to deformable registration, the MVCT
images were smoothed using an edge-preserving smoothing function. The free-form
deformable registration produced a deformation map between the reference and
test (MVCT) images. This same deformation map was used to accumulate the
dose by calculating the dose on the MVCT and then using the deformation map
to relate this dose back to the kVCT, which is used as the reference frame. This
dose accumulation was performed for each fraction, as an MVCT was obtained at
each fraction to provide the deformation map. The accuracy was assessed by using
the deformation map to automatically recontour the MVCT using the contours
generated on the kVCBCT. The correlation between the automatic contours and
the physician generated contours, on the NVCT, provided a metric for qualitative
evaluation of the deformable registration accuracy. The dose accumulation indicated
that without replanning to account for anatomical changes, the dose to both parotid
glands increased due to weight loss.

Wang et al. also investigated the role of deformable registration to facilitate
adaptive planning for the head and neck using an accelerated “demons”™ algorithm
and an in-room CT scanner.? The accelerated demons algorithm includes an active
force based on the gradient information of the moving image. Qualitative evaluation
of the registration was performed by using the deformation map to automatically
segment the anatomical structures in the in-room CT images, similar to the study
previously described. The ability to automatically contour subsequent images of th
e same patient is a substantial time savings in the radiotherapy environment and
makes adaptive planning clinically feasible. CT to MR.

Sharpe et al. investigated the benefit of ART for head and neck cancer using
linear elastic body deformable registration, based on surface mesh propagation and
weekly MR images registered to a planning kVCT image.”® The study investigated
the benefits of an offiine adaptive planning technique, which generated a new
treatment plan each week over the course of radiotherapy, in the limit of reducing
PTV margins. The study showed that setup uncertainties and anatomic changes
produced significant dose variation over the course of treatment when the original
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16 M. R. Kaus and K. K. Brock

treatment plan was delivered over the entire course of radiotherapy. Although the
tumor dose was maintained with an adequate PTV margin, the dose to the normal
tissues increased, including a dose increase to the parotid glands of up to 30%
more than the initial treatment plan and spinal cord dose of up to 10% higher.
Performing weekly adaptive planning, tumor coverage could be achieved with no
PTV margin, which permitted reduced cord and mean parotid gland dose of 5%
and 12%, respectively.

3.2. Thorax and upper abdomen

The need for deformable registration in the thorax and upper abdomen is widely
accepted and the subject of much research. Breathing motion, stomach filling,
and patient positioning demand careful registration between repeat images of
the same modality and the integration of multi-modality imaging. Respiration
correlated imaging has also improved the ability to quantify and understand the
respiration process and deformable registration between these images can improve
the quantification and accuracy of these assessments.

Conformal radiotherapy, tightly shaping the high dose region around the target,
has improved the application of radiation therapy in the treatment of tumors in the
thorax and upper abdomen, by allowing sparing of normal tissue, which in turn can
facilitate increased dose to the tumor. Precise definition of the tumor and the critical
normal tissues is critical to this process and can be improved through the integration
of multi-modality imaging, e.g., MRI, which provides improved soft tissue contrast,
and PET, which provides functional information. Precise reproducibility of the
patient between imaging sessions is extremely challenging due to changes in the
breath hold position, which is necessary for an artifact free image, stomach filling,
and patient alignment. Deformable registration is often required to reduce the
geometric discrepancies between the images to allow accurate correlation of the
unique imaging information available from each modality.

Mattes ef al. have integrated PET with CT images of the thorax using free-form
deformations and mutual information.”* The accuracy of the algorithm was studied
on image sets from 27 patients imaged for lung cancer staging (Fig. 3). Two expert
observers visually assessed the accuracy using a split window. The errors ranged
06 mm.

Slomka et al. investigated an antomated 3D registration of stand alone FDG
whole body PET with CT, which compensates the non-linear deformation due
to the breath hold at which the CT image is obtained, whereas the PET image
is obtained while the patient is free breathing.”> The algorithm uses a mutnal
information based cost fimetion of the PET emission and transmission scans to
provide registration to the CT scan. The first step was a linear registration,
allowing for translation, rotation, and an isotropic scaling. A nonlinear step followed,
to account for any remaining differences. The nonlinear registration significantly
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Fig. 3. Illustration of the motion observed in a patient with liver cancer in the exhale (left) and
inhale (right) breathing phase. The overlaid contour delineates the primary liver tumor at exhale,
Images courtesy Radiation Medicine Program, Princess Margaret Hospital.

improved the registration in 10 of the 18 patients. Lung volumes measured on the
transmission PET image after deformable registration closely matched the lung
volume defined on the CT image.

Brock et al. have investigated the use of a finite element model-based deformable
registration algorithm that is driven by the alignment of the surface contours of
selected organs to integrate MR imaging with CT for radiotherapy of the liver.?3 The
MR. and CT images were obtained at exhale breath hold and a radiation oncologist
contoured the liver and tumor on each image. Quantitative accuracy was calculated
using vessel bifurcations identified on the CT and MR images. The mean residual
error following deformable registration was 0.42 cm, vector magnitude, which is
approximately half of the MR voxel size, 0.73-0.82cm. The tumor concordance
increased with deformable registration for all cases, the average increase was
28%, although discrepancies still remained between the contours indicating an
inconsistency in the definition of tuwmor on across the modalities.

In addition to precise definition of the tumor, the expected motion of the tumor
and surrounding normal tissue due to breathing is important in the definition of
the PTV margin. Deformable registration between inhale and exhale breath hold
images, or inhale and exhale images obtained from a respiration correlated, or “4D”
CT can provide this information. 4D CT images are obtained by repeated imaging
the same region of anatomy over a breathing cycle prior to advancing the table,
while obtaining information on the breathing phase at each time of treatment®*—3%
The images are then retrospectively sorted into breathing phases, typically eight,
including end inhale and end exhale, as well as intermediate breathing states.

The use of deformable registration to provide a detailed deformation map of
the breathing motion from 4D CT scans of the thorax has been the subject of
recent investigation. Keall et al. used a viscous-fluid flow and mean square error
based deformable registration algorithm to generate a deformation map between
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18 M. R. Kaus and K. K. Brock

all eight phases of a 4D CT image of the thorax.* Bifurcations identified on each
phases indicated an accuracy of less than 4mm, which was within one CT slice
thickness. Reitzel et al. used a B-spline free-form deformation model and the sum
of the squared differences between 4D CT images of the lung and liver.*?

Both methods can also be used to map the contours of one phase of the 4D CT
scan to all subsequent phases, which can save valuable time in clinical integration.
Zhang et al. nsed a fast variational-based deformable registration algorithm to
map contours from one phase of the 4D CT image to each subsequent phase.*!
The deformation map was also used to generate a motion envelope for the PTV
for treatment planning. Pevsner et al. applied a wviscous fluid model of tissue
deformation to achieve deformable registration between 4D CT images.”® Contour
differences between the automatically mapped contours, using the deformation field,
and the mamally drawn contours for the GTV had a mean of 2.6 mm, the inter-
observer variations in contouring the GTV had a mean of 2.1mm. The mean
discrepancy between predicted and actual bifurcations in the Iung was 2.9 mm,
inter-obhserver discrepancies were 2.8 mim.

Inhale and exhale breath hold images have also been used to define a defor-
mation map for the thorax and upper abdomen. Brock et al used a TPS and
MI algorithm to register the inhale breath hold image of the liver to the exhale
breath hold image.*? The accuracy, 1.0-1.4mm in each direction, was determined
via identified bifurcations in the liver. Coselmon et al. also used a TPS and MI
registration algorithm for application in the lung.*® The accuracy, determined from
identified bifurcations in the lung, ranged from 1.7mm in the left-right direction,
to greater than 3mm in the anterior-posterior and superior-inferior directions. Lu
et al. implemented a energy minimization function for breath hold images of the
lung to generate a deformation map due to breathing motion.** The algorithm
substantially improved the cross correlation of the images. Brock et al. implemented
a finite element model-based deformable registration algorithm for breath hold
image registration for both the lung and liver!® The accuracy ranged from 1.4-
2.0mm in each direction for the liver to 2.2 mm in each direction for the lung. Zhang
et al. applied a finite element model based registration algorithm using contact
elements to breath hold images of the lung.'* Qualitative registration showed
good agreement between the predicted (i.e., the deformed inhale image into the
exhale position) and actual exhale images. Rohlfing et al. applied a cubic B-spline
and MI based algorithm to MR images of the liver at various breathing states.*®
Quantitative accuracy was determined by comparing the distance to agreement of
the mapped liver surface to the contoured liver surface, mean difference range of
2.5-4.6 mm, and the position of the inferior vena cava and hepatic artery, range of
1.7-4.3mm.

Once the deformation map is determined, methods of integration into the
radiotherapy process can be investigated. There are three primary options: (1)
account for the motion in the PTV margin and in the accumulated dose by
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performing deformable dose accumulation, (2) suspending the patients breathing
during the delivery of each beam or only turning the beam on during the correct
phase of breathing and (3) tracking the breathing motion of the patient with the
beam. Option 2, which suspends the patients’ breathing, known as active breath
hold.*%#7_ or suspends the treatment beam, known as gating.**="!, does not require
a deformation map, and therefore will not be discussed further here.

The application of the deformation field to calculated the true dose delivered in
the presence of motion has been investigated for the liver and the lung. Brock et al.
demonstrated that using an individualized prescription dose for each liver patient
based on the irradiation of the normal liver, the change in prescribed dose when
including deformation compared to the standard method of calculated dose on the
static image only ranged from —4.1 to 1.7 Gy.”? This exceeded the treatment fraction
size of 1.5 Gy. Rosu et al. investigated the effect of deformation in dose accumulation
in the lung, during free breathing treatment. Dose calculations were performed using
dose planning method (DPM) Monte Carlo code on six patients using the inhale and
exhale breath hold images. The mean lung dose was found to not change significantly
when including deformation, as the hot and cold regions are averaged out in the
large volume of lung.® The inclusion of deformation, however, was found to have a
larger impact for neighboring organs, such as the esophagus. Rietzel ef al. showed
the necessity of patient specific PTV margins over standardized PTV margins by
comparing the overlap and under-coverage of standard margins.”* An under-overage
of up to 19% was calculated, depending on standard margin used. This indicates the
possibility of tumor under dosing. Flampouri et al. investigated the true delivered
dose using a B-spline and mean square difference-based deformable registration and
4D CT on six lung cancer patients.” Investigations into the minimum number
of breathing phases required recreating the dose computed using all 10 phases of
the 4D CT indicated that using three phases had a 3% or greater error in up to
2.5% of the CTV volume, which decreases to 0.5% of the volume when five phases
are used.

Tumor tracking, or 4D RT, involves calculating the deformation field and
then applying this information to the treatment delivery process. As the tumor
is moving and deforming, the multi-leaf collimator, which shapes the beam to the
position and shape of the tiunor, is continuously moving to account for this motion
and deformation. This method relies on an updated position of the tumor, either
through an external surrogate or imaging information. Research has investigated
the potential benefits of this technique. Keall et al. have investigated the feasibility
of this approach.”® Initial testing has shown reductions in the dose delivered to
normal tissues, including the cord, heart, and normal lung.

In addition, novel applications of deformable registration are being investigated.
Thorndvke et al. have applied deformable registration to reduce the artifacts in PET
images using a method coined retrospective stacking.”® Respiration sorted images
are combined using a B-spline approach to increase the contrast to noise (CNR) in
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the final image. Phantom results showed a three-fold CNR. improvement over gated
images and a five-fold increase over un-gated data. Schreibmann ef al. and Sarrut
et al. have applied deformable registration algorithms to generate the intermediate
phases of 4D CT data from inhale and exhale CT data.”"°® This has the potential
to reduce the radiation dose required to collect breathing motion data and reduce
artifacts in the intermediate phases of traditional 4D CT. Xu ef al. investigated the
potential for deformable registration to eliminate the need for an external surrogate
in 4D CT acquisition by deforming each 2D image slice to a reference CT image.””
The method also reduces imaging dose and has the potential to increase image

quality through reduction in artifacts.

3.3. Pelvis

The scenarios of relevance for deformable registration in prostate cancer RT include
motion management, dose accumulation, and image fusion of CT, MRI and MRI
using endo-rectal coils (ERC) for improved target definition.

The treatment of prostate cancer with EBRT includes the definition of a target
volume of the prostate and periprostatic tissues. The dose to the anterior rectal wall
and urinary bladder are limited to reduce complications.

The main goal of motion management is to improve treatment by ifmproving
target coverage, reducing treatment toxicity, enabling potential dose escalation.
There are several strategies and aspects of motion management in EBRT,
including patient positioning and immobilization, PTV treatment margin design,
quantification and minimization of target organ motion, visualization of target organ
position during treatment.

More recently, deformable registration is investigated for the simulation and
quantification of dose in deforming geometry, and the design of treatment schemes
that adapt to the deforming geometry during the course of therapy. In order to
estimate the dose that each volume element actually received over the course of
therapy, it is necessary to track the trajectory of each volume element from one
image to the next. This is again a classical correspondence problem approached by
image registration techniques.

3.3.1. Measurement of organ motion

Prostate motion has been differentiated into inter-fraction (day-to-day), intra-
fraction (observed during daily treatment), and respiratory (as a special case of
intra-fraction) motion. The range of reported prostate motion varies highly among
studies, depending on population size, method of measurement (prostate surface,
prostate center-of-gravity, implanted fiducial markers; CT, US, MRI), and time
between measurements. The type of patient positioning (prone vs. supine) and
immobilization (full vs. empty bladder and rectum) also has a substantial impact

on motion.
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Prostate motion has been characterized using various surrogates and definitions:
Estimating mean or center-of-gravity (COG) displacement of seed markers
physically implanted in the prostate, imaged using MV projection, kV CBCT
volumetric images, CT or MRI; COG displacement of the contoured prostate
gland in MRI or CT; and contour least-square alignment of contoured prostates.
Markers are more reproducible, but may degrade image quality, are invasive and
do not provide information about normal tissue volume, while purely image-based
techniques do not require seed placement but are affected by the reproducibility of
the (manual) contouring process.

The optimal method and the clinical significance of the difference between the
various measurement techniques are still being debated. Current practice is to re-
position the couch based on manual rigid alignment of planning CT and on-line
measurement, using fiducials or bony anatomy imaged with MV projections, kV
CBCT or US imaging.

A vast amount of studies on prostate motion (i.e., translation and rotation)
have been reported.®?°! The main origins of organ motion are pressure from bowel,
gas, feces, and urine in the urinary bladder.

Generally, the largest shifts were found from day-to-day, and found to be
greatest at the gland base. Largest inter-fraction motion was observed in the
AP and SI directions (3-Tmm mean, 1.5-4.1mm SD for AP, 1.7-4.5mm for SI),
and least in lateral direction (0.7-1.9mm). Maximum displacements of prostate
centre-of-mass have been reported between T and 12 mm (data reviewed in Byrne
et al.).®? Ghilezan et al. reported rectal filling to be the most significant predictor
of prostate displacement; a prostate displacement of <3 mm (90%) can be expected
for the 20min after the moment of initial imaging for patients with an empty
rectum.’?

Measurements of intra-fraction motion vary substantially across studies, ranging
from 5-10mm for 80% of prostate movement measurements using cine MRI,.% to
0.01 £ 04mm (LR), 0.2 £ 1.3mm (AP), and 0.1 + 1.0mm using prostate surface
alipnment in US.%4

Respiratory induced prostate motion in prone position was reported with 0.9-
5.1mm (cranial-caudal) and maximum of 3.5 mm (AP) in the prone position,% and
1 mm maximum in all directions in supine positioning."®

Recently, Jaffray et al. evaluated the geometric surface discrepancy remaining
after marker-based alignment due to prostate deformation.’” They concluded that
markers must be recognized as surrogates of prostate motion, and 48% of the
patients had more than 10% of the surface with a discrepancy >3 mm after marker-
based alignment.

3.3.2. Application of deformable registration

The main applications of deformable image registration in prostate EBRT include
quantification of prostate and OAR motion, dose accumulation in deforming
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geometry, and multi-modality image fusion. The approaches are discussed along
with their accuracy performance.

3.3.2.1. Quantification of organ motion and dose tracking

Yan ef al. investigated the use of a biomechanical model of an elastic body
to quantify patient organ motion.'® They applied a finite element method with
boundary conditions obtained from multiple daily CT measurements to track
volume elements and accumulate dose. The same group reported deformations as
much as 3-5cm for the bladder.%®

Wang et al. applied a fast grey-valie based “demons™ algorithm to CT of a
physically deformable pelvic phantom, and to CT acquired on several days.®® They
reported 0.5 £ 1.5 mm (mean £ SD) based on phantom experiments.

Schaly et al. report a clinical prostate case exhibiting significant localized dose
differences due to systematic inter-fraction motion of 23%, 32% and 18% in rectum,
bladder and seminal vesicles.”™ They use a TPS method where the corresponding
points are selected by a combination of closest-point search between corresponding
mamially drawn contours and a heuristic set of rules.

Lu et al. present a free-form variational method that minimizes SSD bhetween
two images.** They use calculus of variations to represent the optimization problem
as a set of nonlinear elliptic partial differential equations, which results in an
efficiently solvable linear system of equations.

Foskey ef al. nse an SSD-based large-deformation diffeomorphism PDE app-
roach to register daily CT imagery of prostate RT patients.”! They address the
problem of missing grey-value correspondence due to daily variations in bowel
filling by automatically identifying and “painting” gas regions to coincide with the
grey value levels of the remaining rectal filling. In addition to dose tracking, they
propose the application of automatic segmentation of secondary images by means
of deformable registration and contour propagation from the primary CT.

3.3.2.2. Image fusion
A prominent application of multi-modality integration is the fusion of MRI to CT.
MRI provides improved soft tissue contrast, enabling improved appreciation of the
true extent of the tumor. The goal is to transfer geometrical information from
the MRI to the CT, which requires compensation of motion occurring between
imaging sessions., and compensation of reduced geometrical accuracy observed
in MRI

Recently, there have been a mumber of approaches publish to align high-
resolution MRI (and in some cases MRI/MRST) using endo-rectal coils (ERC) with
US or CT imagery.”> ERCs introduce anatomical shifts, tilts and deformations,
which need to be compensated when fusing with CT. Kim et al. measured prostate
translation, rotation and deformation using rigid and expandable ERCs. The degree
of geometric change could be reduced using rigid coil to some extent. Howewver,
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remaining distortions were measured in both the rigid and the expandable coil (AP
414+ 3.0mm vs. 1.2 £2.2mm; LR 3.8+ 3.7mm vs. 1.5+ 3.1 mm).

4, Conclusions and Outlook

Several applications of deformable registration exist in the radiotherapy environ-
ment. It has been shown that deformable registration has the potential to improve
current treatment strategies, and with the integration of additional imaging beyvond
planning CT, enables the exploration of current existing treatment shortcomings
and the extension of the application range of RT.

Currently, the application of deformable registration exists mainly in re-
trospective research studies. The introduction of deformable registration for target
delineation, treatment planning, and treatment delivery will require a paradigm shift
for radiation oncologists, which in turn requires careful clinical implementation in
addition to ensuring quality assurance.

A large variety of registration techniques have been developed and applied
to clinical applications specific to radiation therapy. The extent of quantitative
validation varies substantially between studies, which makes it currently difficult to
judge as to which approach performs optimally. Registration accuracy of the liver
and prostate tends to be on the order of 1.5 mm. where accuracy of the lung tends
to be larger, likely due to the increased complexity in motion and deformation.
Initiatives towards benchmarking of approaches based on the same image data sets
using the same metrics are under way.

Another important aspect of clinical implementation is computation time.
While some approaches already compute results within a minute, several
deformable registration techniques require efficiency improvements without sub-
stantially compromising accuracy.

Advances in imaging for radiotherapy, prior to, during, and following the
completion of treatment will create a further demand for deformable registration as
information on anatomical changes are revealed, e.g., in treatment of the cervix and
sarcoma. This will require that deformable registration algorithms are expandable
and able to adapt to changes in the information presented and the requirements for
accuracy.
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CHAPTER 2

IMAGE-BASED COMPUTATIONAL HEMODYNAMICS
METHODS AND THEIR APPLICATION FOR THE ANALYSIS
OF BLOOD FLOW PAST ENDOVASCULAR DEVICES

J. R. CEBRAL*, R. LOHNER and S. APPANABOYINA
Center for Computational Fluid Dynamics
Gearge Mason University, Fairfaz, Virginia
“jeebral@gmu. edu

M. PUTMAN
Interventional Neuwroradiology
Inova Fairfax Hospital, Falls Church, Virginia

Knowledge of the hemodynamic conditions in intracranial aneurysms before and after
endovascular treatment is important to better understand the mechanisms responsible
for aneurysm growth and rupture, and to optimize and personalize the therapies.
Unfortunately, there are no reliable imaging techniques for in vivo quantification of
blood flow patterns in cerebral aneurvsms. Patient-specific, image-based computational
models provide an attractive alternative since they can handle any vascular geometry
and physiologic low condition. However, computational modeling of the hemodynamics
in cerebral aneurysms after their endovascular treatment is a challenzging problem
because of the high degree of geometric complexity required to represent and mesh
the vascular anatomy and the endovascular devices simultanecusly. This paper describes
an imaze-based methodology for constructing patient-specific vascular computational
fluld dynamics models and an adaptive grid embedding technique to simulate blood
flows around endovascular devices. The methodology is illustrated with several examples
ranging from idealized vascular models to patient-specific models of cerebral aneurysms
after deployment of stents and coils. These techniques have the potential to be used to
select the best therapeutic option for a particular individual and to optimize the design
of endovascular devices on a patient-specific basis.

Keywords: Hemodynamics: cerebral aneurysms; stents; computational fluid dynamics;
embedded grids.

1. Introduction
1.1. Cerebral aneurysms and their treatment

Cerebral aneurysms are pathological dilatations of the arterial wall frequently
located near arterial bifurcations in the circle of Willis.! @ The most serions
consequence is their rupture and intracranial hemorrhage into the subarachnoid
space, with an associated high mortality and morbidity rate.* 7 Intracranial
aneurysms are particularly difficult to treat, and often do not produce symptoms
before they rupture.® Greater availability and improvement of neuroradiological
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techniques have resulted in more frequent detection of unruptured aneurysms.
Because prognosis of subarachnoid hemorrhage is still poor, preventive surgery is
increasingly considered as a therapeutic option. Planning elective surgery requires a
better understanding of the process of anenrvsm formation, progression, and rupture
so that a sound judgment between the risks and benefits of possible therapies
can be made. The genesis, progression and rupture of cerebral aneurysms are not
well understood. However, their pathogenesis is believed to be due to the dynamic
forces of the blood on a weakened vascular wall. Previous studies.? have identified
the major factors involved in these processes: (a) arterial hemodynamics, (b) wall
biomechanics and mechanobiology, and (c¢) peri-aneurysmal environment.

Traditional surgical treatments for vascular disease attempted to normalize of
lumen of the blood vessel. For ischemic disease, this meant physically re-opening
the vessel back to its nominal caliber. For cerebral aneurysms, it meant excluding
it from the circulation. This paradigm was based upon the correlation between
clinical symptoms and a visible blood vessel abnormality. We now consider the
physiology of vascular lesions as a more important component of the disease process.
Previously, simple detection of an anatomical abnormality was the end of the
diagnostic process, but contemporary treatment atternpts to further characterize
the lesion with physiologic measures. Despite accumulating extensive experience
with cerebral aneurysms, we cannot currently predict which aneurysm will grow,
rupture or remain stable. Two similar aneuryvsms in different patients may show
dramatically different responses to treatment, so simply detecting the aneurysm is
insufficient to help the patient and the treating physician determine the appropriate
course of therapy.

A cerebral aneurysm that ruptures has an associated rate of fatality of 50%, with
another 20% suffering significant morbidity. This terrible burden can be reduced
by the appropriate aneurvsm treatment, but every treatment carries a risk, which
sometimes matches or exceeds the vearly risk of aneurysm rupture. Therefore, the
best patient care would be to treat only those patients who are likely to rupture.l® 12
Treatment by either traditional surgical clipping or endovascular intra-aneurysmal
occlusion has been proven to dramatically reduced re-rupture rates from the natural
history rate.!?

Surgical and endovascular procedures are two of the most common methods
used to treat cerebral aneurysms.'* Surgical clipping consists in placing a metal
clip across the neck of the aneurysm to isolate the aneurysm from the flow of blood,
whereas endovascular procedures such as coiling and stenting consist in implanting
intravascular devices to limit the flow of blood into aneurysm and promote thrombus
formation in the sac. The most used method to treat aneurysms is coiling, which
consist in packing platimun coils in the aneurysm sac to stop the blood flow. The
main limitation of this type of treatment is the potential for aneurysm recurrence
due to coil compaction and aneurysm refilling. Presumably, coil compaction is the
result of the interaction between the aneurysm wall, the reparative tissue, the coils
and the hemodynamic forces exerted on the coil mass. In the setting of incomplete
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reparative response, the coils can be moved by the chronic, repetitive hemodynamic
forces of the flow stream impaction. Some aneurysin such as those with wide necks or
fusiform anenrvsms are difficult or impossible to coil because the aneurysm geometry
will not allow a stable coil position without adversely affecting the parent artery
flow. In these cases, placement of stents in the parent artery, across the neck of the
aneurysm, can be performed in order to limit the flow into the aneurysm or to hold
coils inside the aneurysm sac. Recently, there has been increasing interest in using
stents as flow diverters that deviate the inflow jet away from the aneurysm, and
thus reduce the risk of rupture.

The current challenges of aneuryvsm treatment are many. First and foremost
is the selection of aneurysms for treatment. Numerous studies to determine the
factors that are associated with rupture have been performed, but these studies
have relied on anatomic or clinical factors only. For example, increasing size seems
to correlate well with rupture, and smoking and hypertension seem to have a minor
influence. Certain locations seem to have a higher risk than others for similarly sized
aneuryvsims. The highest associated risk is a previous rupture of the same aneurysm.
Other factors are also believed to be associated, such as irregularity (daughter
saccules) of the aneurysm. Most investigators believe that wall characteristics
and flow forces are responsible for the growth and change in aneurysms. This
concept is fundamental to fluid dynamics in all areas. In vascular medicine, there
is no validated method to characterize, model, confirm measurements of these
parameters, and test their utility on patient datasets.'® ?® Even with the generally
accepted belief that flow is a major determinant of aneurysm formation and growth,
this has not been systematically studied.

In witro and numerical models have shown that the most important factors to
determine the flow into an aneurysm are the geometry of the aneurysm neck, and flow
characteristics and geometry of the parent artery. Clinically, a physician can alter the
flow into an aneurysm by changing the flow in the parent artery (flow diversion or
reversal ) using parent artery occlusion devices, or alter the neck geometry using coils
packed into an aneurvsm or stents in the parent artery, Studies have shown that the size
and amount of coils and the porosity of the stent have the most important effect on intra-
aneurysmal flow.?>?* 2% Adapting these studies to clinical situations is problematic
hecause idealizedmodelswere used for these studies that donotrepresent the conditions
found in clinical situations. Ideally, personalized models could be used for patient
evaluation and planning of endovascular procedures. Patient-specific computational
fluid dynamics (CFD) models of cerebral aneurysms constructed from medical images
are an attractive method to study flow alterations induced by different endovascular
treatment options.>” 71

1.2. Patient-specific hemodynamics

Knowledge of patient-specific in wvivo blood flow patterns is important for
understanding the role of hemodynamics in avariety of vascular diseases. In particular,
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wall shear stress is known to regulate mechanobiclogical processes associated with
cell apoptosis.®? 54
processes play an important role in vascular diseases such as atherosclerosis and

and arterial wall remodeling and degeneration.®® ®® These

aneurysms. However, to date there are no reliable techniques for non-invasive in vivo
imaging of blood Alow patterns and wall shear stress distribution.

Phase-contrast magnetic resonance (PC-MR) can provide reliable estimations
of bulk flow rates in the major cerebral arteries and reasonable measurements
of velocity profiles in the largest vessels. The major drawback is limited time
and spatial resolution and signal losses in regions of slowly moving fluid. Doppler
ultrasound (DUS) can be used to obtain point-wise measurements of blood velocity
with great temporal resolution. However, this technique is strongly operator
dependent, it can only measure velocity components aligned with the detector,
and the signal is obstructed by bone. Transeranial Doppler ultrasound (TCD) can
be used to measure velocity in intracranial vessels, but the exact location of the
measurement is unknown. Animal models have been used to study the in wvivo
hemodynamic patterns. In particular, blood flow patterns have heen quantified in
surgically created or flow induced aneurysms in animal models,}7-39746

Patient-specific in vitro models of vascular structures can be constructed
using rapid prototyping techniques from anatomical images.***7*% The male casts
produced by the rapid prototyping machines are used as molds to construct hollow
models that can be placed in a flow through circuit. Pulsatile pumps are used
to obtain flow rate curves that mimic the physiologic fiow conditions encountered
in wivo. The working fluid is typically a mixture of water and glycerol in order to
achieve the viscosity of blood without altering significantly the refractive index of
water. More refined models use blood mimicking fluids with non-Newtonian viscosity
properties similar to blood. Time-dependent velocity distributions are commonly
measured with particle image velocimetry (PIV) techniques.’*# For this purpose,
small particles are added to the finid and are illuminated with a laser. Usually one
plane is measured at a time and the in-plane velocity components are quantified.
The 3D velocity components are obtained by either imaging in a set of perpendicular
planes or by using stereo-PIV techniques.*® Wall shear stress measurements can be
obtained by measuring the velocity at a point close to the vessel wall with laser
Doppler velocimetry (LDV) techniques.*” The wall shear stress is then obtained
from 7 = pdv/dz, where p is the viscosity, v is the velocity, and dz is the distance
to the wall and assuming that the velocity at the wall is zero (no-slip condition).
Producing maps of wall shear stress distribution would require measuring at many
points along the wvessel wall, which is very labor intensive. Differential pressure
or pressure drops can be measured directly with pressure transducers placed at
different locations of the model.”” Blood flow patterns in vitro models have also been
measured with PC-MR techniques.®’®? These experimental techniques allow very
detailed measurement of several hemodynamic variables, however they are quite
expensive and time consuming. Therefore, using patient-specific in witro models is
impractical for individual treatment planning.
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[dealized CFD models have been used to understand the influence of
hemodynamics in the initiation and progression of vascular diseases. These models
have been helpful to understand the hemodynamic characteristics in “general™ or
“average” anatomical configurations.

The use of animal, in witro, and idealized computational models has
characterized the complexity of blood flow patterns in many vascular structures.
Because these approaches do not use patient specific anatomies, they do not allow
connection of the observed hemodynamic variables to clinical events.

Althongh current imaging techniques are limited for in vivo quantification of
blood flow patterns, they can provide accurate measurements of the geometrical
shape of blood vessels. Therefore, realistic image-based computational models can be
constructed from anatomical images. This is an attractive alternative because of the
ability of computational models to handle any vessel geometry. Image-based CFD has
been applied to the study of a variety of vascular diseases.””-28:30:53795 I addition,
computational models can be used not only to study the current hemodynamic
conditions of a given patient (as any imaging modality would do), but also they
provide the possibility of asking what-if questions. For instance, it is possible to study
the alterations of the blood flow patterns of a particular patient induced by surgical
procedures such as bypass surgery™® or endovascular interventions such as stenting
and aneurysm coiling.”” This opens the possibility of choosing the best therapeutic
alternative for a given patient, and also of personalizing and optimizing the treatment
for the particular anatomical and hemodynamic structures of each individual. This
predictive character of patient-specific image-based computational models cannot be
reproduced with any imaging modality.

2. Image-based Computational Hemodynamics Models

The process of simulation of patient-specific hemodynamics from medical images
can be divided into two major stages: (a) anatomical modeling and (b) blood
How modeling. Each of these stages can be further subdivided into more basic
steps: (al) image processing, (a2) geometric modeling, (a3) grid generation, (b1)
flow simulation, (b2) post processing and (b3) visualization. The set of sequential
modeling stages is called a computational modeling pipeline or chain. Several
alternative approaches exist for each of the stages of the modeling chain, and
different investigators have used different combinations of computational tools to
assemble their pipelines. In what follows a description of the pipeline used by the
authors is provided.”®

2.1. Anatomical modeling: image processing

Patient-specific anatomical models can be constructed from a variety of imaging
modalities such as 3D rotational angiography (3DRA), computed tomography
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angiography (CTA) and magnetic resonance angiography (MRA). Rotational
angiography is an invasive technique that requires an intra-arterial injection of
contrast material and exposition to a low dose of X-rays, but provides the highest
resolution and contrast between vascular structures and the surrounding tissue. This
imaging modality is limited to visualizing only one vascular tree (e.g. from the left or
right internal carotid artery (ICA)) at a time. Visualization of the entire circulation
requires multiple injections. However, it is still the preferred imaging modality for
mumerical modeling because of its superior quality depicting the vascular structures
and simplicity for constructing anatomical models. CTA is a less invasive technique
that requires an intra-venons injection of contrast material and exposition to X-rays.
The resolution is less than that of rotational angiography and other non-vascular
structures such as bone appear bright in these images. complicating the anatomical
modeling process. However, these images can be very helpful to characterize the
peri-aneurysmal environment, i.e. contact between the vessels and bone or dura
matter. MRA does not use any ionizing radiation but suffers from signal loss in
regions of decreased or disturbed flow patterns. This signal loss can be reduced
with the nse of contrast enhancement via endovenous injection of paramagnetic
material. As in the case of CTA, in MRA images tissues other than blood vessels
are also visualized, complicating the segmentation process. However, MRI can also
provide flow information in the parent vessel using PC-MR. techniques,

After obtaining the clinical data set, the first step in the construction of a
patient-specific anatomical model is to filter the anatomical image in order to reduce
the noise and increase the contrast between the blood vessels and surrounding tissue.
The sharpness of an image is increased using a sigmoid function to map the pixel
intensities.” Defining

I*=Ig+% %(5111(10_1/2)w+1)_r0 (1)

where I is the original image intensity, the sharpened image is:
1 ifI" =1
I=30 ifI*<0 (:
I*  otherwise

[ ]
E—

Several techniques can be used to smooth anatomical images. The simplest method
is the convolution with a Gaussian kernel or blurring operation:%°

Pt Gl (= e (3)
V2o
where [ is the image intensity, G is the Gaussian kernel, r is the distance, and o
is the kernel size constant. Typically, a 3 x 3 x 3 window is employed for blurring
operations.
The main drawback of this approach is that it diffuses the vascular structures,
i.e. it is not edge-preserving. More sophisticated techniques include inhomogeneous
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and anisotropic diffusion methods.”! These edge-preserving smoothing techniques
are based on the solution of partial differential equations (PDEs), typically non-
linear advection-diffusion equations, using finite difference methods. The general
form of the equation is

I,=V.(DVI) (4)

where D is the diffusion tensor that depends on the image intensity [. Different
methods define different forms of the diffusion tensor, and inhomogeneous diffusion
methods use a scalar edge detection function for D. In particular, the Gaussian
smoothing method is the solution of the linear diffusion equation with a constant
scalar diffusivity coefficient. Vessel enhancement filters based on the local structure
of the image intensity distribution have also been designed.®® These techniques aim
at smoothing our non-vascular structures and at the same time increase the contrast
of tubular structures in the images.

The second step in the model construction process is the segmentation of
vascular structures. The result of this process is the classification of the image
voxels into blood wvessels and other tissues. Several techniques can be used for
this process. The selection of the appropriate technique for a particular image is
done on a trial and error basis, and usually depends on the complexity of the
vascular structure being segmented, the quality of the anatomical image and the
contrast between the blood vessels and surrounding tissues. The simplest method is
thresholding®® in which an iso-surface is directly extracted from the image intensity
level. However, this can fail because in many cases the image intensity distribution
is not homogeneous within the blood wvessels and there may be other tissues with
similar intensities. A seeded region growing approach can be used to segment simple
vascular structures.®®:%Y This approach consists in manually selecting a seed vaoxel
within the desired vascular tree and marking all voxels connected to it within a
specified intensity range. The main drawback of this technique is that the growth
process can leak into non-vascular structures adjacent to blood vessels that have
similar image intensity (e.g. bone in CTA images).

Level set techniques are based on the solution of a partial differential equation
describing the evolution of a function whose zero level set represents the boundary
of the blood vessels.% Again non-linear advection-diffusion equations are used, and
different expressions for the advection velocity are used in different methods.

b1+ aF|V9| - B(g|Vé| + VgVe) = 0, (5)

where ¢ is the level set function, F is a speed function that controls the normal
velocity of the propagating front, o and 5 are user defined parameters, and g is a
classical edge detector function defined as:

1

EENE ()

g
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with [ the image intensity level. The simplest methods define a propagation velocity
F based on the local image intensity distribution and other more sophisticated
methods use a velocity function based on estimations of the local probability that
each voxel belongs to different tissue classes.™*% These technicques have been applied
with success to 3DRA and CTA images.?3%°°

Another class of vessel reconstruction techniques is the so called deformable
models. The basic idea behind this approach is to construct an initial surface
representing the blood vessels that has the correct vascular topology. Then, the
surface is allowed to deform under internal elastic forces between neighboring nodes
and external forces derived from the local image intensity gradient.®® The image
force applied to node i of the surface model is given by:
Fi" = a(n; VG @ |VG @ 1|)n;, (7)

1

where o is a constant, ¢ is the Gaussian kernel, I is the image intensity and n; is
the unit normal to grid point i. The elastic force applied to node i of the model is
given by:

F‘glastic — SZ (Xj _xi) — [(Xj — X,j) . 1'1,;] I, (8)
J

where 3 is a constant and the summation is taken over the points j adjacent to
node point i. In addition, a torsional force or moment is applied to the triangles:

M, = n; ¥ nl.wighbors (9)

T ?

where n?eighbms is the unit vector whose direction is determined by taking the
resultant of the normal vectors of the adjacent triangles. The deformation due to

the moment is then:
szotntional =7 (]_;n % Mi) (10)

where  is a constant and lj; the vector moment arm from the jth vertex to the
center of mass of the ith triangle.

In tubular deformable models," the initial surface is a cylinder constructed
along the vessel skeleton or centerline. With this approach, one vessel is segmented
at a time minimizing leaks into surrounding anatomical structures. In iso-surface
deformable models,?%% the initial surface model is constructed via iso-surface
extraction from the original image or from a segmented image using any of the
previously described methods. Deformable models are quite useful as the last step
in the vessel segimentation process for correcting the geometry of the vascular model
since they tend to place the surface nodes at the boundaries of vascular structures.
They have been applied with success to 3DRA and MRA images.”>?*%" ™ n some
difficult cases, a combination of the segmentation techniques described above is used
to produce the final segmentation.
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Fizg. 1. Examples of aneurysm models constructed from anatomical images of different modalities:
(a,c) 3D rotational angiography, (b) computed tomography angiography, (d) time-of-flight
magnetic resonance angiography.

Once the image has been segmented, a geometrical model (surface triangulation)
is constructed via iso-surface extraction using either marching cubes® or marching
tetrahedra® methods. Examples of anatomical models constructed from different
imaging modalities (3DRA, CTA and MRA) are presented in Fig. 1. The figure
shows volume renderings of the anatomical images and the reconstructed vascular

models for four intracranial aneurysms.

2.2. Anatomical modeling: geometric modeling

The generation of computational grids for the numerical solution of the fluid
flow equations requires a proper description of the computational domain, i.e. a
watertight anatomical model. In many situations, it is advantageous to reconstruct
different portions of the vascular tree independently, i.e. using a component-based
approach. For instance when a single segmentation technique fails to reconstruct
the entire vascular tree because of large variations of the image intensity inside
blood vessels, or when vessels touch each other, or when multiple injection 3DRA
images are used to construct models of complex vascular networks. In these
cases, a complete anatomical model is obtained by fusing the different surface
components using an adaptive voxelization technique.” This method is based
on the construction of a background grid composed of tetrahedral elements that
covers the entire computational domain. Then, the distance vector from each grid
point to the closest surface is computed. The background grid is adaptively refined
close to the anatomical surface in order to increase the resolution of the method.
Typically two to four levels of mesh refinement are used. A watertight surface model
is then obtained by extracting the zero-level iso-surface of the signed distance map
computed on the background grid. An example is presented in Fig. 2.7° In this case,
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Fiz. 2. Example of component-based approach for constructing a model of the entire circle of
Willis of a patient with five cerebral aneurysms: (a) right ICA 3DRA, (b) left ICA 3DRA, (c) basilar
3DRA, (d) co-registered 3DRA images, (e) model from right ICA image, (f) model from left ICA
image, (g) model from basilar image, (h) complete model after fusing surface components.

a model of the circle of Willis of a patient with five intracranial aneurysms was
constructed from three rotational angiography images (a,b,c) which were manually
co-registered (d). From each 3DRA image, a piece of the arterial network was
reconstructed (e f,g) and merged into a single vascular model (h).

Before proceeding to unstructured grid generation the vascular model is further
processed. It is smoothed using a non-shrinking smoothing algorithm™ in order to
filter out high frequency noise from the coordinates of the surface triangulation.
The quality of the surface triangulation is improved using edge-collapsing and
diagonal swapping algorithms®® that remove highly stretched or very small elements,
and minimize the maximum angle of the triangular elements. The vascular model
is then manually cut perpendicularly to the wvessel axis at desired locations in
order to apply boundary conditions for the fow simulations. If desired, the vessel
boundaries are extruded along the vessel direction in order to minimize the effect of
boundary conditions on the computed flow patterns. In some difficult cases where
the segmentation algorithins fail to separate blood vessels that are in close proximity,
the surface triangulation is interactively edited, opening and closing holes in order
to correct the topology of the vascular model.

2.3. Anatomical modeling: grid generation

The process of grid generation for CFD simulations can be divided into two parts:
(a) surface meshing, (b) volume meshing. Surface grids can be generated from
a representation of the computational domain via analytical surface patches or
directly from a surface triangulation. In the former case, an extra step is required
in order to create a set of non-overlapping analytical surface patches such as Coon's
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patches or NURBS from the reconstructed vascular model. In the latter approach,
the reconstructed model is directly used as the description of the computational
domain. Our methodology is based on this latter approach. The surface grid can be
constructed by improving and refining the original surface grid, or by generating an
entirely new mesh on top of the original triangulation. We use this latter strategy.
The new surface grid is generated using an advancing front method that places
newly created points on the original surface triangulation by linear or quadratic
interpolation.™

Once the surface mesh has been generated, the space within the anatomical
model is filled with tetrahedral elements. Several approaches can be used for this
purpose including Delaunay triangulations, quad-tree meshing, or advancing front
methods.” 78 We use the advancing front method. The idea of the advancing front
method is to place all the triangles into a list or front. Then, the smallest triangle
is extracted from this front and a new tetrahedral element is formed by adding one
point and checking that the new element does not intersect with any other element
already generated. The triangular faces of the newly created element are inserted
into the front. The process is repeated until no triangles are left in the front.

The distribution of element sizes is prescribed using background grids and
source functions.”” Adaptive background grids are used to increase the mesh
resolution in regions where the anatomical model has a large surface curvature,
Source points, lines and triangles are interactively placed in the anatomical model
in order to specify the element size as a linear function of the distance from the
source element. These sources are used to prescribe the desired element sizes for
example along small vessels.

2.4. Flow modeling: computational fluid dynamics

Blood may be considered an incompressible flow, described at the contimnun level

by the Navier-Stokes equations:™:3"

V4 pv Vv+Vp=VuVy (11)
V-v=10, (12)

where p denotes the (constant) density, p the pressure, v the velocity vector and
it the viscosity. By taking the divergence of Eq. (11) and using Eq. (2) we can
immediately derive the so-called pressure-Poisson equation:

Vip=-V.-vVv (13)

What sets incompressible flow solvers apart from compressible Hlow solvers is the
fact that the pressure is not obtained from an equation of state p = p(p, T}, but
from the divergence constraint. This implies that the pressure field establishes itself
instantaneously (reflecting the infinite speed of sound assumption of incompressible
fluids) and must therefore be integrated implicitly in time.
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2.4.1. Spatial discretization

The spatial discretization of the computational domain is carried out using
unstructured grids in order to: (a) approximate arbitrary domains, (b) generate
highly stretched grids in near-wall boundary layer regions, (c¢) use advanced
automatic grid generators for arbitrary domains and (d) perform adaptive
refinement in a straightforward manner, i.e. without changes to the solver.

We briefly recall how, for any operator (e.g. the Navier-Stokes operator given
by Egs. (11) and (12) one can derive a discrete set of ordinary differential equations
or algebraic equations for unstructured grids using the Finite Element method, so
that the final system can be solved on a computer. Assuime an operator of the form:

L(u) =0 (14)

The unknowns u are approximated by a set of shape functions N that have local
spatial support and that can easily be defined on the element level.™® Then the
approximate value of u, given by «", may be obtained from:

u=ut = Ny, (15)

where the Einstein ssunmation convention has been adopted. The Galerkin weighted
residuals method is obtained by setting:

/NjL(-uh)dQ =0 v (16)
0

i.e. by orthogonalizing L(u"‘) against all shape functions. If we assume, for the
moment, a linear operator of the form L(u) = Ku + s, this results in

/(I\TJKJ\Ti-&.i + Nis)dd =0 (17)
0

which may be written as
Ku=s (18)

In order to simplify the coding logic, the integrals are evaluated at the element level,
i.e. the global domain integral is written as a sum of sub-domain integrals:

> f NI L(u")dQe = 0 (19)
el 0.,

For low-order elements, and in particular for linear tetrahedra, it is convenient to
rewrite the loops over elements as loops over edges, as this results in a much lower
operation count, as well as much lower indirect addressing requirements.”
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2.4.2. The advection operator

As with the compressible Euler/Navier-Stokes equations, there are three ways
of modifying the unstable Galerkin discretization of the advection terms: (a)
integration along characteristics, (b) Taylor-Galerkin (or streamline diffusion) and
(c) edge-based upwinding. In what follows we consider the last option, based on
the derivation of consistent numerical fluxes for edge-based solvers. The Galerkin
approximation for the advection terms yields a residual (or right-hand side) of
the form:

r' = DYF; = DY(f;, +£;), (20)
where the f; are the “fluxes along edges”
f,=S/FF, 57 = i DY =\/d?d? (21)
: ks k Dii’ ke
f,; = (S}ij\’f) Vi, fj = (SEJV_?) V. (22)
A consistent mumnerical flux is given by
Fy =48~ [V7|(v, - v,). (23)
where
Y= STV ) (24)
v =350 (Vi +v;

As before, this first-order scheme can be improved by reducing the difference v; —v;
through (limited) extrapolation to the edge center.3!

2.4.3. The divergence operator

A persistent difficulty with incompressible flow solvers has been the derivation of
a stable scheme for the divergence constraint (12). The stability criterion for the
divergence constraint is also known as the Ladyzenskaya-Babuska—Brezzi or LBB
condition.®® The classic way to satisfy the LBB condition has been to use different
functional spaces for the velocity and pressure discretization.®® Typically, the
velocity space has to be richer, containing more degrees of freedom than the pressure
space. Elements belonging to this class are the pl/pl+bubble mini-element,* the
pl/iso-pl element,* and the pl/p2 element.®® An alternative way to satisfy the
LBB condition is through the use of artificial viscosities,>” “stabilization™ " or
the use of consistent numerical fluxes. We consider this last option. The resulting
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fluxes are given by
i

Fy=fi+f, f=38/vi f;=5/vk (25)

A consistent numerical flux may be constructed by adding pressure terms of the
form:

Fij = £i+8 — Wi - ). (26)
where the eigenvalue AY is given by the ratio of the characteristic advective timestep
of the edge At and the characteristic advective length of the edge [:
At

[ii

A —

(27)

Higher order schemes can be derived by reconstruction and limiting, or by
substituting the first-order differences of the pressure with third-order differences:

ij 19
Fj=fi+f; —|AY] (}Ji —pi+ ?(Vp,;—l—ij}) . (28)

This results in a stable, low-diffusion, fourth-order damping for the divergence
constraint.

2.4.4. Temporal discretization: projection schemes

The hyperbolic character of the advection operator and the elliptic character of the
pressure-Poisson equation have led to a number of so-called projection schemes. The
key idea is to predict first a velocity field from the current flow variables without
taking the divergence constraint into account. In a second step, the divergence
constraint is enforced by solving a pressure-Poisson equation. The velocity increment
can therefore be separated into an advective and pressure increment:

VI = v L AVT 4 AVE = v 4 AVP, (29)
For an explicit integration of the advective terms, one complete timestep is given by:

(a) Advective/diffusive prediction: v* — v*~

1

{E - V,uV} R A I o A VA A AV TAVA o (30)

(b) Pressure correction: p" — p"*!

v . *¥F

Vv =0, vl AT =T = VT = T‘; (31)

(¢) Velocity correction: v** — vtl
Vit =yt ATt 52

yu
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This scheme was originally proposed by,”! and has since been used repeatedly
within finite difference,”” finite volume,* finite element,”* ¥7 and spectral element”®
solvers. The main drawback of this scheme is that the residuals of the pressure
correction do not vanish at steady state, implying that the results depend on the
timestep At. This situation can be remedied by considering the pressure for the
advective/diffusive predictor. The resulting scheme is given by:

(a) Advective-diffusive prediction: v'* — v~

{ﬁ — V,U.V} G A A I A VA R S W RV TAVA (33)

(b) Pressure correction: p® — p™t!

n+1 vt v n+1 n 2/ nt+l n
Vvt =0, ———+ V" =p") =0 = VT -pt) = (34)

(c) Velocity correction: v — vl
vl = v AtV (pn Tt —pn). (35)

At steady state, the residuals of the pressure correction vanish, implying that the
result does not depend on the timestep Af. Another advantage of this scheme as
compared to the one given by Eqs. (30)-(32) is that the “pressure-Poisson” equation
(34) computes increments of pressures, implying that the Dirichlet and Neumann
boundary conditions simplify.

The forward Euler integration of the advection terms imposes rather severe
restrictions on the allowable timestep. For this reason, alternative explicit
integration schemes have been used repeatedly.”” Many authors have used multilevel
schemes, such as the second-order Adams-Bashforth scheme. The problem with
schemes of this kind is that they use the values at the current and previous
timestep, which makes them awkward in the context of adaptive refinement, moving
meshes, and local or global remeshing. Single step schemes are therefore preferable.
Lax-Wendroft or Taylor-Galerkin schemes offer such a possibility, but in this case
the result of steady-state calculations depends (albeit weakly) on the timestep (or
equivalently the Courant-munber) chosen. This leads us to single step schemes whose
steady-state result does not depend on the timestep. Schemes of this kind (explicit
advection with a variety of schemes, implicit diffusion, pressure-Poisson equation
for the pressure increments) have been widely used.3.87.1007102
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The resulting large, but symmetric systems of equations given by Eqs. (30)-(32)
and Eqgs. (33)-(35) are of the form:

Ku=r. (36)

For large 3-D grids, iterative solvers are well suited for such svstemns. Preconditioned
conjugate gradient (PCG) solvers!®® are most often used to solve Eq. (36). For
isotropic grids, simple diagonal preconditioning has proven very effective. For highly
stretched RANS grids, linelet preconditioning has proven superior.}?%19¢ We remark
in passing that we have attempted repeatedly to use multigrid as a solver,!'"® but
that for most cases to date the simpler, highly optimized PCG solvers have proven
superior.

2.4.5. Temporal discretization: implicit schemes

Using the notation

W =(1—-0)u"+0utt or wttl—u" = % (37)
an implicit time-stepping scheme may be written as follows:
4 n
vl — v
A VYV VR = Vuvy? (38)

Following similar approaches for compressible flow solvers,'® this system can be
interpreted as the steady-state solution of the psendo-time system:

vl

A At
Vvl =0 (41)

v+ VUV Vpf = Vv — (40)

Observe that the only difference between these equations and the original
incompressible Navier-Stokes equations is the appearance of new source-terms.
These source terms are point-wise dependent on the variables being integrated
(v), and can therefore be folded into the left hand side for explicit time-stepping
without any difficulty. The idea is then to march Eqgs. (40)-(41) to steady state in
the pseudo-time 7 using either an explicit-advection projection scheme or an explicit
artificial compressibility scheme using local timesteps. For steady flows, the use of
a time-accurate scheme with uniform timestep At in the domain will invariably
lead to slow convergence. In order to obtain steady results faster, a munber of
possibilities can be explored. Among that have been reported in the literature, the
following have proven the most successtul: (a) local timesteps, (b) reduced iteration
for the pressure, (c) sub-stepping for the advection terms, (d) implicit treatment
of the advection terms and (e) fully implicit treatment of advection, diffusion and
pressure.
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2.4.6. Implicit treatment of the advection terms

Any explicit integration of the advective terms implies that information can only
travel at most one element per timestep. In order to allow for a faster transfer
of information and larger timesteps, the advective terms have to be integrated
implicitly:1°7

1
A vV = VuV| (vi = v") + v Vv + Up" = VuVv? (42)

leading to a non-symmetric system of equations of the form:
A Av=r. (43)
This may be rewritten as
A - Av=(L+D+U)-Av=r, (44)

where L, D, U denote the lower, diagonal and upper diagonal entries of A. Classic
relaxation schemes to solve this system of equations include:

(a) Gauss-Seidel, given by:

(L+D) Avl=r-U-AvY

(45)
(D+U)-Av=r—-L-Av'
(b) Lower-Upper Symmetric Gauss-Seidel (LU-SGS), given by:
(L+D)- D' (D4+U)-Av=r (46)

These relaxation schemes have been optimized over the years, resulting in very
efficient edge-based compressible flow solvers.!%®1% Key ideas include:

(i) Using the spectral radius pa of A for the diagonal entries D; for the advection
case, pq = |v|, resulting in:

1 i 1 ij ij g
D:{EMI—§ZCJ|V|ij+ZkJ}, (47)

where C, k denote the edge coefficients for the advective and viscous fluxes and
M; the lumped mass matrix at node i;
(ii) Replacing:

A -Av= AF = AF = F(v+ Av) — F(v). (48)

The combined effect of these simplifications is a family of schemes that are matrix
free, require no extra storage as compared to explicit schemes, and (due to lack of
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limiting) per relaxation sweep are faster than conventional explicit schemes. For the
LU-SGS scheme, each pass over the mesh proceeds as follows:

Forward Sweep:

S - i 1 ij n - ij A
AV =D |r _5203- AF,;j_|v|ijAvj+ZkJA@-j . (49)
<1
Backward Sweep:
r=D. A% (50)
Avi=D-! ri—%ZCij-(AFﬁ — [Vl Av; + Y kYA (51)
g=i

Luo et al'®® have shown that no discernable difference could be observed when
taking central or upwind discretizations for AF. As the CPU requirements of
upwind discretizations are much higher, all relaxation passes are carried out using
central schemes. Given that the same loop structure (L, D, U) is required for
both the Gauss-Seidel, the LU-SGS and the GMRES matrix-vector products, it is
possible to write a single “sweep” subroutine that encompasses all of these cases.
The initialization of the Gauss-Seidel loop is accomplished with an LU-SGS pass.

2.4.7. Blood wiscosity

Modeling the rheological behavior of blood is important not only for computing
arterial blood flow patterns but also for modeling blood clotting and thrombus
formation. Rheological models can be divided into two main groups: (a) microscopic
models and (b) macroscopic models. Microscopic models attempt to model explicitly
the interaction between the different cells embedded in the blood stream. These
cells interact with other cells, with the endothelium, and with endovascular devices
deployed into the vessels. Macroscopic models aim at describing the blood as a
continuous fluid accounting for these interactions implicitly. In what follows we
only consider macroscopic models that do not include clot formation mechanisms.
This latter topic is an important one, especially for endovascular device modeling
and should be further investigated.

The simplest rheclogical model for blood is a Newtonian fluid, which assumes
a constant viscosity: g = pp. This implies a linear relationship between the stress
and strain rate:

=y (52)

where 7 is the stress, 7 is the strain rate. Typical values used for blood are
p=1.105g/cm” and p = 0.04dyne s/cm. However, blood can be thought of as a
suspension of particles (red blood cells) in an aqueous medium (plasma). Thus, it is
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neither homogeneous nor Newtonian. The rheological properties of blood are mainly
dependent on the hematocrit, or the volume fraction of red blood cells in the blood.
One of the most commonly used non-Newtonian fluid models for blood is the model
of Casson.®” which assumes a stress—strain-rate relation of the form:

VT = VT + R, (53)

where 7 is the yield stress and pp the Newtonian viscosity. The existence of a yield
stress implies that blood requires a finite stress before it begins to low, a fact that
has been observed experimentally. Assuming a stress—strain rate relationship of the
form of Eq. (52), the apparent viscosity of the Casson model can be written as:

n= (\/ﬁﬂ%)

Since this expression diverges as the strain-rate becomes zero, it is typically modified

in the following way:**°

2

(54)

- [Vad =+ vim| . (55)

where the parameter m controls the maximum viscosity obtained when ~ tends
to zero. In the numerical calculations, the strain rate 4 is computed as the
second invariant of the strain rate tensor, which for incompressible fluids can be

written as:''!

1/ 0v; Ov;
= 2. /EE. o= L4 1) 56
Typical values used for the model constants for blood are: 7 = 0.04dyne/cm?,
pg = 0.04dynes/cm and m = 100.

2.4.8. Boundary conditions

Physiologic inflow conditions can be derived from PC-MR measurements of blood
flow rates obtained in the major cerebral vessels.”*™® Time-dependent flow rates
are obtained by integration of the measured velocity profile over the vessel cross-
section. The region of integration is either manually drawn on cross-sectional views
or via threshold segmentation of the magnitude images. The curve is decomposed
into Fourier modes:

N

Q(t) = Z Q“eim‘;t’ (57)

where N is the number of modes and w is the angular frequency obtained from the
period of the cardiac cycle. The velocity profile corresponding to this How rate curve
can be computed from the Womersley solution.'’® The Womersley profile is the
analytic solution for a fully developed sinusoidally varying flow of an incompressible
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Newtonian fluid in a rigid circular pipe. The velocity profile is then obtained as a

superposition of Womersley solutions corresponding to each Fourier mode:!!?

Jo(Bur/a)

N 1-—
QQD T2 2Qn Jo(a'jn) incwt
r1.’r_ = 1_(_) E - 'anu.’ e
vir?) wa’ { a ] +ﬂ:1 Ta 1 _ 21(53,) ‘ (58)
."jn Ji 0 (Jjn)
where
_6“ = ia/zan = '3.'3/2 it (59)

15

with «, the Womersley number (a dimensionless parameter characterizing the
frequency of the pulsatile flow) and v the kinematic viscosity. In order to impose
pulsatile low boundary conditions, this velocity profile is mapped to the inflow
boundary.

The flow division among different arterial branches is determined by the
impedance of the distal arterial tree. Different authors have used different
approaches for prescribing outflow boundary conditions, depending on the
availability of flow measurements in the different branches of the models.
The different options are: (a) impose traction free boundary conditions in all the
model outlets with the implicit assumption that all vascular trees have the same

2839 (b) impose flow divisions determined by the area ratio of the outflow

44,48

impedance,
vessels which implies that the distal impedance is proportional to the area.
(c) prescribe flow impedances computed from arterial tree models generated for
each outflow boundary,”*11411% (d) couple the 3D simulations to 1D models of
the systemic circulation,''® and (e) impose flow rates measured in all the model
outlets, 117118

At the vessel wall, the no-slip boundary condition implies that the fluid velocity
must be equal to the velocity of the arterial wall. If the vessel walls are assumed
rigid, this implies a zero velocity at the wall. Vessel wall compliance is an important
effect that may alter the local hemodynamics. Vessel wall compliance can be
incorporated into the models in two basic ways: (a) directly impose the motion
of the vessel wall measured using dynamic imaging techniques such as 4D-CTA
or high frame-rate biplane angiography,!!%:120 and (b) perform coupled fluid-solid
interaction simulations,!'7:118:1217123 The former option is very attractive as recent
advances in dynamic imaging modalities are making this possibility a reality.
The latter option has several difficulties, such as a proper model for the solid or
biomechanical modeling of the vessel wall, estimations of the distribution of the wall
elasticity and thickness, estimation of the intra-arterial pressure waveform required
for proper boundary condition specification, larger CPU requirements. etc. However,
this approach can yield detailed biomechanical information useful for studying the
interplay of hemodynamics and wall mechanobiology. Although the vessel walls are
known to pulsate during the cardiac cycle, the effects on the hemodynamic are not
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well understood. Preliminary studies have shown differences between compliant and
rigid models of cerebral aneurysms were found, but the overall intraaneurvsmal flow
pattern and wall shear stress distributions had similar characteristies.!'® It is not
clear whether incorporating wall compliance into the numerical models is important
for clinical purposes. This is an fmportant question that needs further study.

2.5. Flow modeling: post processing

The results of CFD simulations are the velocity and pressure field at all the mesh
nodes and the wall shear stress at all the nodes on the surface of the model, and
for all time steps. This information is usually post-processed in order to compute
clinically relevant quantities and to produce visualizations and animations that help
us understand the complex unsteady flow patterns.

Since blood Hows are periodic in time, in addition to the instantaneous values
of hemodynamic variables, it is important to compute the time average and the
variability during the cardiac cycle of the hemodynamic quantities. Typically the
time average or mean wall shear stress is computed as:

?zf'rdtzfa'-ndt; (60)

where o is the strain rate tensor and n is the surface normal. The oscillatory shear

index (OST) defined as:1?4
osi= = (17 (61)
2 |7
is a measure of the degree of angular deviation of the shear stress force with respect
to the mean shear stress during the cardiac cycle.
A very useful technique to visualize the unsteady 3D flow fields in aneurysms is

to produce particle animations. For this purpose, massless particles that move with
the local flow velocity are used. The equation of motion for each particle is simply

dXij
dt

where ¢ is the time, x; is the position of particle i and v is the fluid velocity

=v(x;,t) (62)

field. These equations are integrated explicitly in time using a four stage Runge-
Kutta scheme. Each particle is advected independently, therefore this scheme is
very easy to parallelize. Assuming that the velocity field is periodic in time, only
one cardiac cycle is stored. As the particles move, the velocity field is spatially
interpolated to the position of the particles. Spatial interpolation on unstructured
grids is efficiently performed using a neighbor-to-neighbor search algorithm to find
the element that contains the particle.!®® Once this host element has been found,
the velocity field is linearly interpolated to the particle position using the element
shape functions evaluated at the particle position. If the host element is saved,
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in the next time step the neighbor-to-neighbor search starts with the previous
host element and the new host element is typically found in one or two steps,
making this algorithm very efficient. Since the time intervals at which the flow
field was stored may he different from the timestep used to advect the particles,
it is also necessary to interpolate the velocity field to the current time of each
particle. This could be a linear interpolation between two fluid timesteps or a
higher order spline interpolation using more timesteps. The timestep used to move
a particle is computed from the condition that the particle does not move more
than a fraction of the current host element size. The element size is computed for
example as the minimum of the lengths of the edges of the host element. This
condition ensures that particles do not jump over mesh elements. In addition to

the hemodynamic variables (velocity, pressure, shear stress, etc.) interpolated from

the flow field to the particle positions, extra variables are computed as the particles
move through the flow field. These include the particle residence time (the time
elapsed from the particle injection to the current time), the length of the particle
path, etc. Variables such as the particle residence time are important for example
to identify regions of the flow field where thrombus formation or particle-wall
adhesion may take place. Examples of low visualizations using particles are shown
in Fig. 3. The first example (top row) corresponds to an anterior communicating
artery aneurysm. In this case the particles were colored according to the injection
site in order to visualize the mixing of the two inflow jets from the left and right
ICA inside the aneurysm. The second example (bottom row) corresponds to a
giant aneurysm of the ICA. In this case the particles were colored according to
the residence time.

Another technique that is useful for visualizing intraaneurysmal flow structures
is the so called “virtual angiography”.1?%127 The basic idea is to simulate the passage
of a bolus of contrast material or dye and visnalize the filling and washout of the
rascilar model. For this purpose, the flow velocity field is assumed periodic and
the solution for one cardiac cycle is stored. Using this unsteady velocity field v, the
transport or advection-diffusion equation is solved in order to compute the evolution

Fig. 3. Example of particle animations in two aneurysm models. Top row: anterior communicating
artery aneurysm. Bottom row: internal carotid artery aneurysm.
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of the dye concentration field C' for several cardiac cycles:

oc
ot

+v.VC =kV2C, (63)

where k is a user defined diffusivity constant. At the inlet, a uniform concentration
field is imposed as boundary condition. The time-dependence of this boundary
condition simulates the injection of contrast material. At the model outlets, natural
boundary conditions are prescribed. The solution of the transport equation is
obtained using an implicit finite element formulation.!?® Once the dye concentration
field is computed, volume rendering techniques are used to visualize the distribution
of contrast material within the vascular model. In addition to providing flow
information in a familiar way for Neuroradiologists, virtual angiograms can be
used to compare numerical simulations to conventional angiograms.!?” These
comparisons are useful to demonstrate that patient-specific CFD simulations can
realistically reproduce flow structures observed in vivo. An example is presented in
Fig. 4 for an ICA aneurysm model constructed from rotational angiography images,
The 3DRA image and the vascular model are shown in the top panel from three
different viewpoints. The bottom panel shows the concentration of the virtual dye
at different instants of time during a simulated injection of approximately eight
cardiac cycles. This sequence of images depicts the filling pattern of the aneurysm,
the location and size of the inflow jet and flow impaction zone, and the primary
intraaneurysmal How structures.

2.6. Flow modeling: visualization

Anatomical images and models are usually visualized using volume rendering and
surface rendering techniques. Volume renderings can be obtained via ray-casting or
3D texture mapping. Ray casting consists in computing the opacification of a light
ray as it travels from a pixel in the screen through the volumetric image. Texture
mapping techniques consist in rendering a series of polygonal surfaces (usually
rectangles) from back to front with transparencies mapped from the volumetric

2% %
22

Fig. 4. Example of virtual angiography. Left panel: 3D rotational angiography image (top row)
and anatomical model (bottom row) from three viewing points. Right panel: sequence of virtual
angiography images showing the filling of the aneurysm with a simulated contrast agent,
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image. Both techniques are view dependent and can become slow for large images.
Anatomical surface models are directly rendered as shaded triangulations. Examples
of volume renderings and surface renderings of anatomical images of cerebral
aneurysms are shown in Figs. 1 and 2.

A wvariety of techniques can be used to visualize the blood flow patterns
and distributions of hemodynamic forces. The distribution of wall shear stress
(mean or instantanecus) and OSI are easily visualized as color mapped surfaces.
Figures 5(b) and (c¢) show the mean WSS in a cerebral aneurysm from two
viewpoints. Figures 5(e) and (f) show the distribution of OSI in the same model
and from the same two viewpoints.

Understanding the intra-aneurvsmal flow structure is usually more complicated.
Streamlines rendered as lluminated ribbons are a powerful tool for understanding
the aneurysmal flow patterns. Streamlines are computed by integrating dx/dt = v
starting from a set of initial positions interactively placed. The twist of the ribbons is
computed from the rotation of the fluid elements (vorticity) along the streamlines.
Propagating the streamlines from the initial positions forward and backwards in
time simplifies the specification of the origins as they can be placed in the locations
where one wants to see the flow structure and therefore it is not necessary to guess
where these streamlines came from. An example is presented in Fig. 5(a). While
streamlines give a good representation of the 3D flow field, they may fail to visualize
flow features if the streamline origins are not placed at the correct location. The
velocity distribution can also be visualized by cutting the computational domain

sl 1 =paes s
1.0 14.0

10,5
70

0.0

Fig. 5. Visualization examples: (a) streamlines at peak systole, (b,c) mean wall shear stress
magnitude, (ef) oscillatory shear index, (d) definition of a cut-plane for velocity visnalization.
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with a plane and interpolating the velocities to that plane. Then, the plane is
rendered as a velocity color mapped shaded surface. Figure 5(d) shows the definition
of a cut plane used to visnalize the intra-aneurysmal velocity distribution, and Fig. 6
(top row) shows the velocity distribution on this plane at four instants of time during
the cardiac cycle. These visualizations show in 2D the inflow jet and flow impaction
zone. The time-dependent inflow jet is visualized in Fig. 6 (middle row) as a velocity
iso-surface, at the same four instants during the cardiac cycle. These visualizations
show a relatively flat inflow jet that enters the aneuryvsm through the distal part
of the neck and spreads over a relatively large portion of the distal part of the
aneurysm body. This region of flow impaction coincides with the region of highest
wall shear stress in the aneurysm (Figs. 5(b) and (c)). The velocity pattern in the
vicinity of the aneurysm wall can be visualized by first calculating an iso-surface
of constant distance to the wall. This iso-surface is parallel to the aneurysm wall
but at a constant distance towards the interior of the computational domain, where
the velocity is non-zero. An example is shown in Fig. 6 (bottom row), for the same
aneurysm and instants of time.

Another technique that can be used to visualize the flow structure in more detail
is line integral convolution (LIC).1287130 This technique was originally designed
visualization of vector fields in 2D or on 3D surfaces. Extensions to 3D flow fields
have also been developed. An example is presented in Fig. 7 for a bifurcation

Fig. 6. Unsteady visualization examples. Top row: velocity magnitudes on cut-plane shown in
= ; 3
izure 5 at four instants ing » cardiac cycle. Mic ow: iso-v ity surfaces : same
Figure 5 at four instants during the cardiac cycle. Middle row: iso-velocity surfaces at the same
instants of time. Bottom row: velocity vectors on a surface near the vessel wall at the same times.
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I

Fig. 7. Flow visualization using line integral convolution (LIC): (a) cut plane considered for 2D

visualization of flow structure in a bifurcation aneurysm, (b) white noise image used as input for
the LIC visualization — the yellow line indicates the region of the vascular model, (c) visualization
of flow structure on the plane using LIC.

aneurysm. The basic idea of the method is as follows. A plane-cut is first computed
for the 2D visualization of the flow field on this plane (Fig. 7(a)). Second, an image
that covers the 2D domain is created and initialized with white noise, i.e. a uniform
distribution of random gray values between 0 and 1 (Fig. 7(b)). Then, the image is
locally smoothed along the streamlines. This is done by convolving the image with
a Gaussian kernel that is locally displaced from the current pixel in the positive
and negative velocity directions (along the local streamline). The new image is then
texture mapped to the 2D geometry and rendered as a shaded surface. The result
is a visualization of the local direction of the vector field (Fig. 7(c)). The advantage
of this technique is that it yields a more dense visnalization of the vector fields than
streamlines since in a sense is similar to computing streamlines from each pixel
in the image. Therefore, depending on the image resolution selected, small scale
details of the vector fields can be effectively visualized. Animated LIC visualization
techniques have also been developed in order to visualize not only the direction
of flow but also its sense. Color mapped LIC methods can be used to visualize
together with the direction and sense of the vector field some extra variable such

as its magnitude.

3. Hemodynamics Simulations and Endovascular Devices

Computer models of blood flow past endovascular devices are useful for under-
standing the alterations in the hemodynamics patterns induced by deployment of
such devices. This information is important for two main purposes: (a) designing
better endovascular devices and (b) choosing the best treatment option for a
particular patient, i.e. personalizing the treatment. In the former case, it may be
enough to work with geometrically idealized models since one is interested in the
general characteristics of the endovascular devices and the flow alterations they
produce. However, in the latter case, it is necessary to model the patient-specific
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anatomy in order to understand the effects of different devices on the hemodynamic
patterns of each individual patient.

Creating patient-specific models with endovascular devices is a challenging
problem due to the high degree of geometric complexity. The main difficulty is that
one needs to generate a volumetric grid filling the space inside the blood vessels and
around the endovascular devices. In turn this requires a proper representation of
the geometry (surface) of the computational domain. In addition to the difficulties
associated with the construction of realistic vascular models from medical images,
these two tasks are extremely difficult for a number of reasons: (a) it is necessary to
construct a geometrical model that properly represents the intersection between the
endovascular devices such as stents and the vessel walls, (b) devices such as coils can
have extremely complex shapes that are in self contact thus creating topologically
complex domains, (c¢) the contact between the devices and the vessel can create
small gaps that are difficult to mesh and (d) creating a surface model of the device
alone can be a challenging task in itself, etc.

The meshing problem is complicated if one is restricted to body fitted grids.
These are grids that conform to the geometry of the computational domain. In other
words, the surface of the computational grid coincides exactly with the surface of
the computational domain (the vessel and the endovascular device). However, there
are other possible computational approaches, namely grid embedding or immersed
boundary methods. These methods are based on the idea of generating a mesh that
covers the surface model, and then approximating the geometry by the external faces
of the elements that are cut by the domain surface. These techniques are commonly
used with finite difference solvers that require structured grids, by masking off grid
points that fall outside the computational domain. These techniques have been
combined with adaptive unstructured grids into hybrid approaches that are very
flexible and can deal with the geometric complexity required for modeling blood
flows past endovascular devices in realistic arterial modes.®™ A description of this
approach is given below and example applications in the next section.

3.1. Embedded grid techniques

As seen before, the numerical solution of PDEs is usually accomplished by
performing a spatial and temporal discretization with subsequent solution of a large
algebraic system of equations. The transition from an arbitrary surface description
to a proper mesh still represents a difficult task. This is particularly so when the
surface description is based on data that does not originate from CAD-systems,
such as data from medical imaging or fluid-structure interaction problems.

So far, the discussion has centered on grids that are body-conforming, i.e. grids
where the external mesh faces match up with the surface (body surfaces, external
surfaces, etc.) of the domain. The subsequent section will consider the case then
elements and points do not match up perfectly with the body. Solvers or methods
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that employ these non body-conforming grids are known by a variety of names:
embedded mesh, fictitious domain, immersed boundary, Cartesian method ete. The
key idea is to place the bodies in the flow field (e.g. a medical device) inside the
body-conforming mesh (or a large mesh surrounding all bodies), and treat the
elements close to the immersed body surfaces so that the proper How boundary
conditions are enforced. At every timestep, the elements/edges/points close to
the embedded/immersed surface are identified and proper boundary conditions
are applied in their vicinity. While used extensively ™! ¥ this solution strategy
also exhibits some shortcomings: (a) the boundary, which, in the absence of field
sources has the most profound influence on the ensuing physics, is also the place
where the worst elements/approximations are found, (b) near the boundary, the
embedding boundary conditions need to bhe applied, reducing the local order
of approximation for the PDE, (¢) no stretched elements can be introduced to
resolve boundary layers, (d) adaptivity is essential for most cases and (e) for
problems with moving boundaries the information required to build the proper
boundary conditions for elemnents close to the surface can take a considerable amount
of time.

In nearly all cases reported to date, emnbedded or immersed boundary techniques
were developed as a response to the treatment of problems with: (a) “dirty
geometries” 152135 (b) moving/sliding bodies with thin/vanishing gaps,!3% 137
(¢) physics that can be handled with isotropic grids (potential flow, Euler,
RANS/LES with law of the wall).

Two basic approaches have been proposed to modify field solvers in order to
accommodate embedded surfaces. They are based on either kinetic or kinematics
boundary conditions near the surface or inside the bodies in the fluid. The first
type applies an equivalent balancing force to the flow field in order to achieve the
kinematic boundary required at the embedded surface or within the embedded

domain.'®® 7 The second approach is to apply kinematic boundary conditions at
152,133

and

the nodes close to the embedded surface.

It may appear somewhat contradictory to even consider a general unstructured
grid solver in conjunction with surface embedding. Most of the work carried out
to date was in conjunction with Cartesian solvers,!' 134 the argument being
that flux evaluations could be optimized due to coordinate alignment. However,
the achievable gains of such coordinate alignment may be limited due to the
following mitigating factors: (a) for most of the high resolution schemes the cost
of limiting and the approximate Riemann solver far outweigh the cost of the few
scalar products required for arbitrary edge orientation, (b) the fact that any of
these schemes (Cartesian, unstructured) requires mesh adaptation in order to be
successful immediately implies the use of indirect addressing; given current trends in
microchip design, indirect addressing, present in both types of solvers, may outweigh
all other factors and (c) three specialized (z.y,z) edge-loops versus one general
edge-loop, and the associated data reorganization implies an increase in software
maintenance costs.
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For a general unstructured grid solver, surface embedding represents just
another addition in a toolbox of mesh handling techniques (mesh movement,
overlapping grids, remeshing, h-refinement, deactivation, etc.), and one that allows
to treat “dirty geometry” problems with surprising ease. It also allows for a
combination of different surface treatment options. A good example where this
was used very effectively is the modeling of endovascular devices such as coils and
stents.”” The arterial vessels were gridded using a body-fitted unstructured grid
while the endovascular devices were treated via an embedded technique.

In what follows, we denote by CSD faces the surface of the computational
domain that is embedded. We implicitly assume that this information is given by a
triangulation, which typically is obtained from a CAD package via STL files, remote
sensing data, medical images or from a CSD code (hence the name) in coupled fluid-
structure applications. For immersed methods we assume that the embedded object
is given by a tetrahedral mesh.

3.1.1. Kinetic treatment of embedded objects

As stated before, one way of treating embedded objects is via the addition of suitable
force-functions that let the fluid “feel” the presence of the surface, and push away
any fluid trying to penetrate the same. If we consider a rigid, closed body, as sketched
in Fig. 8, an obvious aim is to enforce, within the body, the condition v = v;. This
may be accomplished by applying a force term of the form:

f=—co(vy — ) (64)

for points that are inside of the body. This particular type of force function is known
as the penalty force technique.l®®

[Immersed Body
AN AN / ZAN 2N
4

® Force-Points

Fig. 8. Kinetic treatment of embedded surfaces.
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Of course, other functional forms of v, —v are possible, e.g. the quadratic form:
f=—colviy —v[(vis — V) (65)

exponential forms, etc. The damping characteristics in time for the relaxation of a
current velocity to the final state will vary, but the basic idea is the same. The
advantage of the simple linear form given by Eq. (64) is that a point-implicit
integration of the velocities is possible, i.e. the stiffness of the large coefficient ¢ can
be removed with no discernable increase in operations.!?”
force fields given by Eqgs. (64) and (65) is the choice of the constants cy. Values that

are too low do not allow the flow to adjust rapidly enough to the body, values that

The main problem with

are too high may produce artificial stiffness. Moreover, for body motions that are
not completely divergence-free a large pressure buildup is observed (see Ref. 137
for a case of lobe-pumps). A major improvement was put forward by Ref. 138,
who proposed to evaluate first the usual right-hand side for the flow equations at
immersed points (or cells), and then add a force such that the velocity at the next
timestep would satisfy the kinematic boundary conditions. Writing the spatially
discretized form of the momentum equations at each point (or cell) i as:

AV‘j W‘{t+1 — i

At =ri+fi_‘ fl:MiAt —I;. (66)

Here w; denotes the velocity of the immersed body at the location of point

M

(or cell) i, and n the timestep. For explicit time-stepping schemes, this force
function in effect imposes the (required) velocity of the immersed hody at the
new timestep. Schemes of this kind have been used repeatedly in conjunction with
fractional step/projection methods for incompressible flow. In this case, while the
kinematic boundary condition v* T =w"tl is enforced strictly by Eq. (66) in the
advective-diffusive prediction step, during the pressure correction step the condition
is relaxed, offering the possibility of imposing the kinematic boundary conditions
in a “soft” way.

For cases where the bodies are not rigid, and all that is given is the embedded
surface triangulation and movement, the force-terms added take the general form:

f=/F5(x—Xp)dT, (67)
T

where I' denotes the location of the embedded surface, Xr the nearest embedded
surface point to point x and F is the force. In theory, the F should be applied to
the fiuid using a Dirac delta function § in order to obtain a sharp interface. In most
cases the influence of this delta-function is smeared over several grid points, giving
rise to different methods. If instead of a surface we are given the volume of the
immersed body, then the penalization force may be applied at each point of the
flow mesh that falls into the body.

While simple to program and employ, the force-based enforcement is
particularly useful if the “body thickness” covers several CFD mesh elements.
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This is because the pressures obtained are continuous across the embedded
surface/immersed body. This implies that for thin embedded surfaces such as shells,
where the pressure is different on both sides, this method will not yield satisfactory
results.

The search operations required for the imposition of kinetic boundary conditions
can be performed as follows:

e Initialization:
o Store all CFD mesh points in a bin, octree, or any other similar data structure;
e Loop over the immersed body elements:

o Determine the bounding box of the element;
o Find all points in the bounding hox;
o Detailed analysis to determine the shape function values.

If the immersed body only covers a small portion of the CFD domain, one
can reduce the list of points stored or points checked via the bounding box of
all immersed body points. This approach is easily parallelized on shared memory
machines.

3.1.2. Kinematic treatment of embedded surfaces

FEmbedded surfaces may be alternatively be treated by applying kinematic boundary
conditions at the nodes close to the embedded surface. Depending on the required
order of accuracy and simplicity, a first or second-order (higher-order) scheme may
be chosen to apply the kinematic boundary conditions. Figure 9 illustrates the
basic difference between these approaches. Note that in both cases the treatment
of infinitely thin surfaces with fluid on both sides (e.g. fluid-structure interaction
simulations) is straightforward.

-

CFD Mesh

" CSDSurface

~ . csDSurface

LCFD Mesh
CFD Meth

/. csD Surface
CSD Sutface A

Fig. 9. Treatment of embedded surfaces. Left panel: first order treatment. Right panel: second
order treatment.
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A first-order scheme can be achieved by:

e Fliminating the edges crossing the embedded surface;

e Forming boundary coefficients to achieve fiux balance;

e Applying boundary conditions for the end-points of the crossed edges based on
the normals of the embedded surface.

A second-order scheme can be achieved by:

e Duplicating the edges crossing the embedded surface;

e Duplicating the end-points of crossed edges;

e Applying boundary conditions for the end-points of the crossed edges based on
the normals of the embedded surface.

Note that in either case CFD edges crossed by CSD faces are modified/
duplicated. Given that an edge/face crossing is essentially the same in 2D and
3D, these schemes are rather general.

The following sections describe in more detail each one of the steps required,
as well as near-optimal techniques to realize them.

3.1.3. Determination of crossed edges

Given the CSD triangulation and the CFD mesh, the first step is to find the CFD
edges cut by CSD faces. This is performed by building a fast spatial search data
structure, such as an octree or a bin for the CSD faces. Without loss of generality,
let us assume an octree for the CSD faces. Then, a (parallel) loop is performed
over the edges. For each edge, the bounding box of the edge is built. From the
actree, all the faces in the region of the bounding box are found. This is followed
by an in-depth test to determine which faces cross the given edge. The crossing
face closest to each of the edge end-nodes is stored. This allows resolving cases of
thin gaps or cusps. Once the faces crossing edges are found, the closest face to the
end-points of crossed edges is also stored. This information is required to apply
boundary conditions for the points close to the embedded surface. For cases where
the embedded surfaces only cut a small portion the CFD edges, a considerable
speedup may be realized by removing from the list of edges tested all those that
fall outside the global bounding box of the CSD faces. The resulting list of edges to
be tested in depth may be reduced further by removing all edges whose bounding
boxes do not fall into an octree or bin covering that spatial region. One typically
finds that the list of edges to be tested in detail has been reduced by an order of
magnitude.

For transient problems, the procedure described above can be improved
considerably. The key assumption is that the CSD triangulation will not move over
more than 1-2 elements during a timestep. If the topology of the CSD triangulation
has not changed, the crossed-edge information from the previous timestep can be
re-checked. The points of edges no longer crossed by a face crossing them in the
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previous timestep are marked, and the neighboring edges are checked for crossing.
If the topology of the CSD triangulation has changed, the crossed-edge information
from the previous timestep is no longer valid. However, the points close to cut edges
in the previous timestep can be used to mark 1-2 layers of edges. Only these edges
are then re-checked for crossing.

3.1.4. First order treatment

The first order scheme is the simplest to implement. Given the CSD triangulation
and the CFD mesh, the CFD edges cut by CSD faces are found and deactivated.
Considering an arbitrary field point i, the time-advancement of the unknowns u’
for an explicit edge-based time integration scheme is given by:

M'Au' = AtY CY(Fi + F)). (68)
J

Here C, F, M denote, respectively, the edge-coefficients, fluxes and mass-matrix. For
any edge #j crossed by a CSD face, the coefficients €' are set to zero. This implies
that for a uniform state u= const. the balance of fluxes for interior points with cut
edges will not vanish. This is remedied by defining a new boundary point to impose
total /normal velocities, as well as adding a “boundary contribution”, resulting in:

M'Au' = At | Y CY(F + F;) + CLF, | (69)

J

The point-coeflicients Cf are obtained from the condition that Au= 0 for u= const.
Given that gradients (e.g. for limiting) are constructed using a loop of the form:

Migi=> " CY(u;+uy) (70)
]

it would be desirable to build the C} coefficients in such a way that the constant
gradient of alinear function u can be obtained exactly. However, this is not possible,
as the number of coeflicients is too small. Therefore, the gradients at the boundary
are either set to zero or extrapolated from the interior of the domain.

The mass-matrix M* of points surrounded by cut edges must be modified to
reflect the reduced volume due to cut elements. The simplest possible modification
of M is given by the so-called “cut edge fraction” method (see Fig. 10).

In a pass over the edges, the smallest “cut edge fraction” £ for all the edges
surrounding a point is found. The modified mass-matrix is then given by:

1 -+ gmiu

M! = M (71)

Note that the value of the modified mass-matrix can never fall below half its original
value, implying that timestep sizes will always be acceptable.
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£ =CA/BA

CSD Surface

Fig. 10. Cut edge fraction method.

For the new boundary points belonging to cut edges the proper PDE boundary
conditions are required. In the case of flow solvers, these are either an imposed
velocity or an imposed normal velocity. For limiting and higher-order schemes, one
may also have to impose boundary conditions on the gradients. The required surface
normal and boundary velocity are obtained directly from the closest CSD face to
each of the new boundary points.

These low-order boundary conditions may be improved by extrapolating the
velocity from the surface with field information. The location where the flow
velocity is equal to the surface velocity is the surface itself, and not the closest
boundary point. As shown in Fig. 11 (top panel), for each boundary point the
closest point on the CSD face is found. Then, two (three) neighboring field

Fig. 11. Top panel: extrapolation of velocity., Bottom panel: extrapolation of normal pressure
zradient.
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(i.e. non-boundary) points are found and a triangular (tetrahedral) element that
contains the boundary point is formed. The velocity imposed at the field point is
then found by interpolation. In this way, the boundary welocity “lags” the field
velocities by one timestep.

The normal gradients at the boundary points can be improved by considering
the “most aligned” field (i.e. non-boundary) point to the line formed by the
boundary point and the closest point on the CSD face (see Fig. 11 — bottom panel).

3.1.5. Higher order treatment

As stated before, a higher-order treatment of embedded surfaces may be achieved
by using ghost points or mirrored points to compute the contribution of the crossed
edges to the overall solution. This approach presents the advantage of not requiring
the modification of the mass matrix as all edges (even the crossed ones) are taken into
consideration. It also does not require an extensive modification of the various solvers.
On the other hand, it requires more memory due to duplication of crossed edges and
points, as well as (scalar) CPU time for renumbering/reordering arrays. Particularly
for moving body problems, this may represent a considerable CPU burden.

By duplicating the edges, the points are treated in the same way as in the
original (non-embedded) case. The boundary conditions are imposed indirectly
by mirroring and interpolating the unknowns as required. Figure 12 depicts the
contribution due to the edges surrounding point i. A CSD boundary crosses the
CFD domain. In this particular situation point j, which lies on the opposite side of
the CSD face, will have to use the flow values of its mirror image ;' based on the
crossed CSD face.

The flow values of the mirrored point are then interpolated from the element
the point resides in using the following formulation for the Euler (gliding wall) case:

Pm = Pi, Vin = Vi — 2[(vi - Wcsd) . 11] n, (72)

where w4 is the average velocity of the crossed CSD face, v the flow wvelocity,
p the pressure and n the unit surface normal of the face. Proper handling of the

oy CFD Kesh
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Fiz. 12, Higer order boundary conditions.
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a) k)

Boundary of CFD Domaln
4

N

Fig. 13. Problematic cases: (a) element used for interpolation crossed, (b) no available element
for interpolation.

interpolation is also required as the element used for the interpolation might either
be crossed (Fig. 13(a)) or not exist (Fig. 13(b)).

A more accurate formulation of the mirrored pressure and density can also be
used taking into account the local radius of curvature of the CSD wetted surface:

Vi — Vi — Wes _n2 -
pm=pi—pi[ ( 7 4) ]A (73)

where R; is the radius of curvature and A the distance between the point and
its mirror image. This second formulation is more complex and requires the
computation of the two radii (3D) of curvature at each CSD point. The radius
of curvature plays an important role for large elements but this influence can be
diminished by the use of automatic h-refinement.

For problematic cases such as the one shown in Fig. 14 the interpolation will be
such that the point at which the information is interpolated may not be located at
the same normal distance from the wall as the point where information is required.

With the notation of Fig. 14, and assuming a linear interpolation of the
velacities, the velocity values for the viscous (i.e. no-slip) case are interpolated as:

h
W = (1—60.-)\-5: +E@V,ﬁ, &,: hoToh." (74)

1 €
V. = W

1 —5@ — 1 —6“. V. (75)

Here w is the average velocity of the crossed CSD face, v; the interpolated flow
velocity and the distance factor €, < 0.5.

3.1.6. Deactivation of interior regions

For highly distorted CSD surfaces, or for CSD surfaces with thin reentrant corners,
all edges surrounding a given point may be crossed hy CSD faces (see Fig. 15). The
best way to treat such points is to simply deactivate them.
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Fig. 15.

This deactivation concept can be extended further in order to avoid unnecessary
work for regions inside solid objects. Two approaches were pursued in this direction
seed points and automatic deactivation

(a) Seed Points: In this case, the user specifies a point inside an object. The closest
CFD field point to this so-called seed point is then obtained. Starting from this
point, additional points are added using an advancing front (nearest neighbor

layer) algorithm, and flagged as inactive. The procedure stops once points that

are attached to crossed edges have been reached

(b) Automatic Deactivation: For complex geometries with moving surfaces, the
manual specification of seed points becomes impractical. An automatic way of
determining which regions correspond to the flow field one is trying to compute
and which regions correspond to solid objects immersed in it is then required. The
algorithim employed starts from the edges crossed by embedded surfaces. For the
end-points of these edges an in/outside determination is attempted. This is non-
trivial, particularly for thin or folded surfaces (Fig. 16). A more reliable way to
determine whether a point is in/outside the flow field is obtained by storing, for the
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Fiz. 16. Edges with multiple crossing faces.

crossed edges, the faces closest to the end-points of the edge. Once this in/outside
determination has been done for the end-points of crossed edges, the remaining
points are marked using an advancing front algorithm. It is important to remark
that in this case both the inside (active) and outside (deactive) points are marked
at the same time. In the case of a conflict, preference is always given to mark
the points as inside the flow domain (active). Once the points have been marked as
active/inactive, the element and edge-groups required for vectorization are inspected
in turn. The idea is to move the active/inactive if-tests to the element/edge-groups
level in order to simplify and speed up the core flow solver.

3.1.7. Extrapolation of the solution

For problems with moving boundaries, mesh points can switch from one side of a
surface to another (see Fig. 17). For these cases, the solution must be extrapolated
from the proper state. The conditions that have to be met for extrapolation are as
follows:

e The edge was crossed at the previous timestep and is no longer crossed;

e The edge has one field point (the point donating unknowns) and one boundary
point (the point receiving unknowns); and

e The CSD face associated with the boundary point is aligned with the edge.

CFD Mesh
/ ;.\ P4 \-‘
/ NN
A / \ CSD Surface at: t_{n}
3
VAR
/ \ CSD Surface at: t_{n+1}

N Vg
. \ "/ Point Swilches Sides
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Fiz. 17. Extrapolation of solution.
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3.1.8. Adaptive mesh refinement

Adaptive mesh refinement is very often used to reduce CPU and memory
requirements without compromising the accuracy of the numerical solution. For
transient problems with moving discontinuities, adaptive mesh refinement has heen
shown to be an essential ingredient of production codes. For embedded CSD
triangulations, the mesh can be refined automatically close to the surfaces. This
has been done in the present case by including two additional refinement indicators
(on top of the usual ones based on the flow variables). The first one looks at the
edges cut by CSD faces, and refines the mesh to a certain element size or refinement
level. The second, more sophisticated indicator, looks at the surface curvature, and
refines the mesh only in regions where the element size is deemed insufficient.

3.1.9. Direct link to particles

One of the most promising ways to treat discontinuous media is via so-called discrete
element methods (DEMs) or discrete particle methods (DPMs). A considerable
amount of work has been devoted to this area in the last two decades, and these
techniques are being used for the prediction of soil, masonry, concrete and
particulates.!®® The filling of space with objects of arbitrary shape has also reached

the maturity of advanced unstructured grid generators'#’

opening the way for
widespread use with arbitrary geometries. Adaptive embedded grid techniques can
be linked to DPMs in a very natural way. The discrete particle is represented
as a sphere. Discrete elements, such as polyhedra, may be represented as an
agglomeration of spheres. The host element for each one of the discrete particles is
updated every timestep and is assumed as given. All points of host elements are
marked for additional boundary conditions. The closest particle to each of these
points is used as a marker. Starting from these points, all additional points covered

by particles are marked (see Fig. 18).

Fig. 18. Link to discrete particle methods.
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All edges touching any of the marked points are subsequently marked as
crossed. From this point onwards, the procedure reverts back to the nsual embedded
mesh technique. The velocity of particles is imposed at the endpoints of crossed
edges.

4. Numerical Examples

In this section a number of computer simulations of blood flows past endovascular
devices are provided. The examples provided range from simple idealistic geometries
to complex patient-specific geometries with endovascular devices. These examples
show that grid embedding and immersed boundary methods yield results consistent
with body fitted grids and that they can readily be used for device design and
treatment personalization.

4.1. Flow past a circular cylinder

The first example consists in the flow past a circular cylinder. This example
was chosen because of its simplicity and the availability of experimental results
that can be used to estimate the accuracy of the numerical models.!*! The
problem was solved with the three approaches: (a) a body conforming grid,
(b) embedded grids and (c) immersed boundary methods. For the embedded
and immersed approaches, different levels of mesh refinement were considered in
order to assess the grid resolution needed to achieve an accurate solution. The
diameter of the cylinder was 0.01 cm. This dimension was chosen to match those of
typical endovascular devices. Blood was modeled as a Newtonian incompressible
fluid, and the kinematic viscosity was set to v = 0.04cm?/s. With a typical
aneurysmal inflow velocity of 100 em/s these parameters yield a Reynold’s number
of Re=25.

The geometry of the domain and the computational grids used for the numerical
simulations are shown in Fig. 19(a), (b) and (c). Visualizations of the velocity
distributions obtained with each method are also presented in Fig. 19(d), (e)
and (f). Figure 19 also shows a superposition of velocity contours obtained with
the body fitted grid and contours obtained with embedded grids after two (g) and
four (h) levels of mesh refinement. It can be seen that the velocity field obtained
with the emhbedded approach closely match the velocity field obtained with body
fitted grids.

The value of the drag coefficient for a circular cylinder at Re = 25 was measured
experimentally.!*' A comparison of the drag coefficient obtained with the body
fitted method and with the grid embedding technique with different levels of mesh
refinement are is presented in Table 1. This table also lists the relative errors with
respect to the experimental value. It can be seen that the relative ervor decreases
as the number of mesh refinement levels is increased.
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Fig. 19. (a) body fitted grid, (b) embedded grid after two levels of refinement, (c) embedded
zrid after four levels of refinement, (d) velocity contours obtained on the body conforming grid,
(e) velocity contours computed on the embedded grid with two levels of refinement, (f) velocity
contours computed on the embedded grid with four levels of refinement, (g) superposition
of wvelocity contours of the body fitted grid and embedded after two refinement levels,
(h) superposition of velocity contours of the body fitted grid and embedded after four refinement
levels.

Table 1. Drag coefficient for a circular cylinder at Re=25 and relative
errors with respect to experimental value obtained with the grid embedding
technique for different levels of grid refinement.

Experiment 1.8587
Body fitted 1.8437

Error 0.835%
Embedded
Refinement level 2 3 4 5 [i] 7
Drag coefficient 21323  2.0699 1.9132 1.8727 1.8876 1.8536
Error 14.7% 11.3% 2.9% 0.7% 1.5% 0.3%
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4.2, Idealized aneurysm stenting model

The second example corresponds to stenting of an idealized aneurysm that was
constructed following the work of Stuhne ef al.'4?
were carried out using a body conforming mesh as well as adaptive unstructured

In this case, flow calculations

grid embedding and immersive boundary methods. The parent vessel was modeled
as a straight circular cylinder of 0.35 cm diameter. The aneurysm was modeled as
a sphere of radius 0.466 cmm displaced 0.4 cimn from the axis of the parent vessel.
The stent was modeled as a series of 12 intersecting helices of 0.01 cm thickness
(diameter of the wires) and 0.5cm long. The helices were regularly distributed
along the circumference of the parent vessel with alternating directions of rotation,
and one turn from one end to the other.

The vascular model of the anenrysm and the parent vessel was constructed by
fusing the triangulations of the cylinder and the sphere. This was carried out with
the surface merging algorithm previously described using two levels of refinement
of the adaptive background grid. A finite element grid was generated for this “pre-
stent” configuration contained roughly 760,000 elements and 138,000 nodes. The
construction of the vascular model is shown in Fig. 20.

The generation of a body conforming mesh for the “post-stent” configuration
consisted in the following steps. A triangulation was generated for each of the wires
of the stent following each helix (see Fig. 21(a)). Then, all twelve triangulations were
fused into a single surface model for the entirve stent (see Fig. 21(b)). Four levels of
background grid refinement were necessary for this step. The stent model and the
vascular model (aneurysm and parent vessel ) were then fused together. In this case,
six levels of refinement were used and a subtraction operation between the surface
triangulations was used instead of the union operation used previously. The resulting
surface triangulation, was smoothed and used as the final geometric model. A finite
element grid was then generated using this geometric model. The element size
distribution was specified by using line sources along the axis of each stent wire. For
a line source, the element size at a given position in space is computed as an analytic
function of the distance to the line segment. The final grid contained approximately
10.2 million tetrahedral elements and 1.8 million nodes (see Fig. 21(c—f). Although
illustrated with an idealized case, this procedure for constructing finite element grids

Fig. 20. Idealized stent model: (a) aneurysm model, (b) vessel model, (¢) superposed aneurysm
and vessel models, (d) finite element grid.
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Fig. 21. Construction of body conforming grid for idealized stented aneurysm: (a) stent
components, (b) stent surface model, (c) finite element grid, (d,e.f) details of body fitted grid.

of stented aneurysms is general and can in principle be applied to patient-specific
models.

A second representation of the stent geometry was constructed for flow
calculations using embedded and immersed grid methods. In this case, the stent
was simply modeled as a sequence of overlapping spheres or beads along each helix
(Fig. 22(a~—b)). The “pre-stent” grid was then adaptively refined around the stent.
For this purpose, the edges of the grid cut by the spheres representing the stent were
identified and the tetrahedral elements connected to these edges were marked for
refinement. Groups of elements entirely surrounded by cut edges are removed from
the grid for the embedded approach (see Fig. 22(c)). In contrast, in the immersed
approach these elements are kept but represent physically disconnected domains
(Fig. 22(d)). The embedded and grid contained approximately 2.8 million elements
and 506,000 nodes.

Fig. 22. Embedded aneurysm model: (a) stent model constructed as beads of spheres, (b) stent
in vascular model, (c) cut through mesh used for embedded simulation, (d) cut throngh mesh used
for immersed simulation.

Leondes, Cornelius T.. Biomechanical Systems Technology (V1).

: World Scientific, . p 80

http://site.ebrary.com/id/102556867?ppg=80

Copyright © World Scientific. . All rights reserved.

May not be reproduced in any form without permission from the publisher,
except fair uses permitted under U.S. or applicable copyright law.



T2 J. R. Cebral et al.

A total of four CFD calculations were performed under steady flow conditions
before and after stenting. A parabolic velocity profile was prescribed at the inlet
corresponding to a flow rate of 4.8 ml/s. Traction-free boundary conditions were
prescribed at the model outlet. The post-stenting simulations were performed with
the body fitted, embedded and immersed grid approaches. For the case of embedded
and immersed grids, results are presented for three levels of mesh refinement. The
results are shown in Fig. 23. Velocity contours are presented in the top row and
velocity vectors in the bottom row. In this figure, blood flows from right to left.
In the pre-stent configuration (Fig. 23(a.e)) the inflow zone is located at the distal
end of the aneurysm neck and the intraaneurysmal flow pattern is dominated by
a single vortex structure rotating in the clockwise direction. The post-stenting
flow patterns obtained with the different approaches are in very good agreement
(Fig. 23(b-d) and (f-h)). These results are in agreement with those obtained by
Stuhne et al. using body fitted grids.!*? It is interesting to note that after the stent
deployment, the inflow zone is located at the proximal end of the aneurysm neck
and the intraaneurysmal flow circulates in the counter-clockwise direction. This
observation is consistent with similar results obtained by Lieber et al.?* with PIV
techniques on idealized in witro models.

4.3. Idealized model of stented perforating artery

This example illustrates the use the adaptive unstructured grid embedding
technique for studying the flow reduction in a perforating artery after deployment of
a micro-porous stent. The anatomical model was constructed by fusing a cylinder of
0.3cm in diameter representing a cerebral artery with another cylinder of 0.03 cm

View

£

H

-
e "
Ll i .
=D Y

_E..[ - E'f‘_:ﬂ:r_a.‘-)

E

Fig. 23, Results of flow calculations obtained with the different approaches: (a) velocity contours —
body fitted (pre-stenting), (b) velocity contours — body fitted, (c) velocity contours — embedded,
(d) velocity contours — immersed, (e) velocity vectors — body fitted (pre-stenting), (f) velocity
vectors — body fitted, (g) velocity vectors — embedded, (h) velocity vectors — immersed.
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Fig. 24. Simulation of flow reduction in perforating artery by micro-porous stent: (a) vascular
model, (b) stent design, (c) occlusion of perforating artery by stent, (d) detail of the finite element
grid, (e) velocity contours before stent deployment, (f) velocity vectors before stent deployment,
(2) velocity contours after stent deployment, (f) velocity vectors after stent deployment.

diameter branching off at a right angle representing the perforating artery. The
stent consisted in squared holes of 0.01 cmm and the strut thickness was 0.003 cm
(see Fig. 24(b)). Only the portion of the stent near the origin of the perforator
was considered. At the model entrance, a steady flow of 2.0ml/s was prescribed
and traction-free boundary conditions were specified at the model outflows. Blood
How simulations were performed with and without the stent, and the flow rate
through the perforating vessel was recorded. Visualizations of the resulting flow
fields are shown in Fig. 24. The results show that although the stents occludes
approximately 69% of the inflow area at the origin of the perforator, the flow
rate throngh the perforator is reduced by only approximately 18%. Whether this
is a clinically significant reduction that could put the patient at risk of stroke is
not known.

4.4. Patient specific aneurysm stenting model

This case exemplifies the use of patient-specific computational models to test the
performance of different stent designs for a patient with a cerebral aneurysm in
the ICA. In this case, the vascular model was constructed from a 3D RA image
using the modeling pipeline described earlier. For the flow simulations, physiologic
pulsatile flow rates were prescribed at the inlet of the ICA. The flow rate was
derived from PC-MR measurements performed on a normal subject in the same
artery. Traction-free boundary conditions were imposed at the model outlets.

The flow alterations produced by two different stent designs were simulated.
The first stent (stent 1) comprises thomboidal cells similar to the Neuroform stent
(Boston Scientific, Inc.). The second stent (stent 2) was constructed with hexagonal
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cells with the same amount of metal as the first stent. The placement of the stents
into the vascular model is a complicated problem. For this purpose, the skeleton
of the parent vessel was first extracted using a technique for skeletonization of
tetrahedral grids.'*® Then a cylinder was generated along this skeleton and allowed
to inflate until it contacted the arterial walls. Then the stent was mapped to this
cylinder and allowed to deform under internal elastic forces and contact forces with
the vessel wall. Once the stents were deployed inside the vascular model, the “pre-
stent” mesh was adaptively refined around the stent wires and thus two new “post-
stent” grids were obtained, one for each stent design. Flow simulations for the
“post-stent” cases were performed with the embedded grids approach under the
same flow conditions as in the “pre-stent” case. Figure 25 shows volume renderings
of the 3DRA images from two viewing points (a and b) and the corresponding
anatomical models (¢ and d). The two stents after deployment into the anatomical
model are shown in Fig. 25(e) and (f).

Visualizations of the flow dynamics before and after deployment of the two
stents are presented in Fig. 26. These visualizations reveal a small region of inflow
into the aneurvsm in the left side of the neck that impacts the body and dome of
the aneurysm and disperses into a major vortex structure (Fig. 26(a)). A region of
relatively elevated wall shear stress in the body of the aneurysm can be observed
in Fig. 26(d). Both stents produced some changes in the intra-aneurysmal fow
structure. Stent 1 deviated the inflow jet towards the dome of the aneurysm

Fig. 26, Image-based vascular model of a cerebral aneurysm and simulated stents: (a) 3D
rotational angiography image (front view), (b) 3D rotational angiography image (back view),
(¢) wvascular model (front view), (d) vascular model (back view), (e) simulated stent #1
(Neuroform), (f) simulated stent #2 (hexagonal cells).
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Fig. 26. Hemodynamics visnalization before and after stent deployment: (a) flow pattern before
stenting, (b) flow pattern after stent #1 deployment, (c) flow pattern after stent #2 deployment,
(d) wall shear stress before stenting, (e) wall shear stress after stent #1 deployment, (f) wall shear
stress after stent #2 deployment.

(Fig. 26(b)). A second vortex structure formed in the superior part of the inflow
jet. The wall shear stress pattern remained relatively unchanged, although smaller
ralues were observed in the body of the aneurysm (Fig. 26(e)) compared to the
pre-stent distribution (Fig. 26(d)). On the other hand, stent 2 deviated the inflow
jet towards the aneurysm body, increasing the flow velocity and shear stress in
the superior lobulation (Fig. 26(c) and (f)). The flow alterations produced by both
stents were not dramatic. The reason is that only one stent wire crossed the small
inflow zone of this anenrysm blocking or dispersing the inflow jet. Therefore, if this
particular patient was to be treated with only a stent, a better design is needed. More
wires across the inflow jet need to be placed. One possibility would be to design a
new stent with wires oriented more perpendicularly to the vessel axis. Nevertheless,
this example shows that personalized analysis of hemodynamics are feasible using
the grid embedding techniques previously described, and that these analyses could
be used for selecting the best treatment option for individual patients.

4.5. Models of aneurysm coiling

The final example corresponds to simulations of the blood flow in cerebral aneurysms
after deployment of coils. These calculations are useful to better understand the
underlying mechanisms that make these devices work, and also in order to study the
role of hemodynamic forces in the process of coil recompaction or recannalization.
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Fig. 27. Examples of aneurysm coiling simulations: (a.b) 3D rotational angiography images, (c,d)
vascular models, (e.f) iso-velocity surface before coiling, (g,h) iso-velocity surface after coiling.

Two aneurysms were selected from our database of cerebral aneurysms. One was
located in the right middle cerebral aneurysm (MCA) and the other in the right
ICA at the origin of the posterior communicating artery (PCoA). Patient-specific
anatomical models were constructed from 3DRA images, as explained before.
Figure 27 shows the 3DRA images ((a) and (b)) and the corresponding anatomical

models ((¢) and (d)) for both aneurysms. Pre-coiling hemodynamic simulations were
carried out under pulsatile flow conditions. Then, simulated coils were deployed in
the sac of each aneurysm, and new hemodynamic simulations were carried out with
the mesh embedding technique. The coils were simulated as beads of spheres and had
a length of 20 cm and a thickness of 0.01 cm. The inflow jets before coiling at peak
systole are visualized as iso-velocity surfaces in Fig. 27(e) and (f). Both aneurysms
exhibit relatively large inflow jets impacting on the superior part of the aneurysm
body. Corresponding visualizations after coiling are presented in Fig. 27(g) and
(h). These visualizations show how the coil mass blocks the inflow jet changing its
size, concentration and orientation. Although these simulations represent the initial
stages of the coiling procedure (after deployment of only one coil), they can be
useful for better understanding how these devices work as well as investigating the
effects of incomplete coiling of aneurysms and relating hemodynamic patterns to
clinical outcomes including coil recannalization.

5. Conclusions

The simulation of blood flows past endovascular devices in patient-specific
geometries is important for understanding the alterations in the How patterns
induced by these devices and their interaction with the vessel wall biology and
biomechanics. This information is useful not only for improving the design of these
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devices, but also for selecting the best treatment for each patient. In the former
case, idealized models and simulations may be sufficient since one is interested in
the general characteristics of the devices, while in the latter case the simulations
must be made patient-specific. The use of computational models to personalize and
plan surgical and endovascular interventions is an example of the predictive power
of computer simulations that cannot be replaced by advances in medical imaging.
Even if new imaging techniques were developed to accurately quantify blood flow
patterns and wall shear stress in vivo, computational technologies provide the extra
possibility of asking what-if questions, and exploring their answers using virtual
models such as those presented here.

In addition to difficulties associated with constructing anatomical models from
medical images, the simulation of subject-specific flows with endovascular devices
adds the extra complexity of generating geometrical models and grids of the
vasculature and the devices at the same time. In these cases, generating body
conforming meshes is a formidable task. The use of adaptive surface merging
techniques allows us to separate the problem into different components that can be
modeled individually and then fused together. This strategy simplifies somewhat the
geometric modeling for the body conforming approach, but meshing the resulting
domain remains a challenging problem. On the other hand, adaptive unstructured
grid embedding and immersive techniques are promising for the calculation of
hemodynamics past endovascular devices in patient-specific anatomies because
they can deal with the high degrees of geometric complexity required by these
applications. These techniques combines the advantages of unstructured hody
conforming grids for representing the blood vessels, and the flexibility of embedded
or immersed methods to deal with objects of arbitrary shape immersed in the
blood streamm.

The ability of simulating blood flows past endovascular devices such as stents
and coils in patient-specific anatomies using embedded and immersive techniques
was illustrated with a number of examples. Although these examples dealt with
hemodynamics in cerebral aneurysms, the simulation techniques have a wide variety
of applications to other vascular problems such as heart valves, disturbances in
the How field induced by a catheter used for measurement of differential pressures
across a stenosis, brain cooling with endovascular catheters for stroke treatment,
etc. The numerical examples presented here also show that the embedding and
immersive methods can vield results that closely match those obtained with body
conforming grids, provided that the grids are adequately refined around the devices.
Grid refinement is a fully automated procedure and thus it does not add any extra
burden to the modeler. Obviously, the meshes after refinement are mush larger
than those used to compute the flows without any device, but this complication
affects the embedded and immersive as well as the body conforming approaches.
Another advantage of the embedded/immersive approach is that they could be used
in much the same way for simulations that involve dynamic adjustment/moving
of the endovascular devices. In these situations, the grid needs to be cut and
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adaptively refined after each re-positioning of the devices, but this procedure is
fully automated. Body fitted grids will require re-computing the geometry of the
vasculature intersected by the devices and re-generating the volumetric grid, which
is extremely more complicated.
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CHAPTER 3

ON MODELING SOFT BIOLOGICAL TISSUES
WITH THE NATURAL ELEMENT METHOD

M. DOBLARE*, B. CALVO, M. A. MARTINEZ, E. PENA,
A. PEREZ DEL PALOMAR and J. F, RODRIGUEZ
Group of Structural Mechanics and Materials Modeling
Aragén Institute of Engineering Research (1SA}
University of Zaragoza, Maria de Luna
5 E-50018 Zaragoza, Spain
“mdoblare @unizar.es

‘While finite elements has been considered during the last decades as the universal tool
to perform simulations in biomechanics, a recently developed wide family of methods,
globally coined as meshless methods, has emerged as an attractive choice for an increasing
variety of engineering problems. They present some key advantages such as the absence
of a mesh in the traditional sense, particularly important in domains of very complex
geometry, a less sensitivity to the nodal distribution and therefore to the implicit mesh
distorsion what is especially interesting to handle problems under finite strains and large
displacements in a Lagrangian framework. Here, we analyze the convenience and possible
advantages of using meshless methods in numerical simulations of soft biological tissues.
Biological tissues are usually nonlinear, anisotropic, inhomogeneous, viscoelastic, and
undergo large deformations, so these methods seem to be an appealing possibility for this
type of applications. In particular, we discuss the use of one of these methods, the so-
called natural element method that has specific and important features as interpolatory
character, easy handling of gzeometry, and essential boundary conditions via the so-called
alpha-NEM extension, well-defined mathematical properties and a simple computer
implementation. Different examples are solved using this approach including the human
cornea, the temporo-mandibular joint, knee ligaments, and the passive behavior of the
heart.

Keywords: Meshless methods; natural element method; soft tissues; human joints; cornea;
heart.

1. Introduction

Numerical simulation plays a fundamental role in many branches of science.
Computational biomechanics is one of these branches in which the numerical
simulation of very complex processes takes place. Simulation of soft organs and
bony structures deals with complex geometries, large deformations and involved
models of constitutive behavior. The appearance of the finite element method
(FEM) in the fifties allowed to perform such simulations in that field.! However, the
method relies on the proper discretization of the geometry, an aspect which might
become cumbersome with actual geometries.? In this regard, mesh generation in a
general three-dimensional model is far from being completely automatized and the
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88 M. Doblare et al.

development of an specific finite element model usually takes a large amount of user
time, and indeed when the modeled organ suffers large deformations, a remeshing
strategy is frequently required in order to avoid mumnerical errors that can break out
the simulation.”

In the last years (especially after the appearance of the pioneer work of
Nayroles et al.*) we have assisted to the rapid growth of a new family of numerical
methods globally coined as meshless or mesh-free. They are mainly based on
Galerkin schemes, although there also exist collocation-based approaches. Their
main advantage is less dependence of the nodal distribution, which makes them
very adequate for large strain problems. These methods have been named in many
different ways according to their applications, as for example: smooth particle
hydrodynamics (SPH),” particle in cell (PIC),% element free galerkin (EFG),":3
reproducing kernel particle methods (RKPM),”!" hp-Clouds!! and partition of
unity FEM.!? Duarte,' Belytschko et al,'* Li and Liu'® review their main
properties and the advantages and drawbacks of their application to each tvpe
of problem.

Despite these advantages, they still have some drawhbacks. One example is the
non-interpolating character of the shape functions that makes the imposition of
essential (Dirichlet) boundary conditions both cumbersome and inaccurate. This is
true even after imposing the “exact” value of boundary conditions at the nodes using
(for example) Lagrange multipliers or penalty approaches.™!! Another aspect is the
use of an appropriate numerical integration scheme, although different stabilization
and correction techniques have heen proposed to enhance consistency and improve
accuracy.'®

One of newest meshless methods in the field of solid mechanics is the natural
element method (NEM).'" ' It is based on a Galerkin approximation built over
the well-known natural neighbor interpolation.?® It uses the concepts of Delaunay
triangulation®! and Dirichlet tessellation?? to construct the shape functions, which
are defined over the convex hull of the set of points that defines the domain
under study. Sukumar® > was the first to apply NEM in 2D solid mechanics,
demonstrating its interesting properties like interpolating behavior, the linear
consistency and smoothness of the shape functions and the capability of exactly
reproducing essential boundary conditions along convex boundaries.

Cueto et al.®® proposed a modification to generalize this property to non-
convex boundaries. They showed that the definition of the shape functions over
an appropiate a-shape of the domain permits the description of the problem only
in terms of nodes and to get the desired interpolating hehavior over any type of
boundary. This property is essential for piece-wise homogeneous domains where a
non-convex domain is always found. In a recent work of Cueto et al.?” all these
features of the a-NEM have been extended to three dimensions.

Some meshless methods mentioned above have been used on large deformation
problems.?® The application of SPH to non-linear impacts has been studied in
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Johnson et al.?® Bonet et al.*” employed SPH to simulate metal forming processes.
Chen et al.*! applied RKPM to the large deformation analysis of path-independent
and path-dependent non-linear materials like rubber and elasto-plastic metals.
Other interesting work is presented in Jun ef al.’? where an explicit formulation and
an stabilized nodal integration scheme were used in the context of large deformation
problems.

This paper exposes the capabilities of NEM in simulating large deformations of
non-linear biological tissues and organs. It is organized as follows. Section 2 reviews
the continmmum mechanics basis of hyperelastic material. Section 3 overview the
NEM implementation, describing the standard and non-standard Natural Neighbor
Interpolation for two and three-dimensions, as well as the implementation of the
formulation for large deformations within NEM. Section 4 shows some applications
of this method in simulating a munber of biclogical tissues and organs as the human
cornea, the temporo-mandibular joint, knee ligaments, and the passive behavior of
the heart. The paper closes with some concluding remarks in Sec. 5.

2. Mechanical Behavior of Biological Soft Tissues

Many biological tissues such as ligaments or blood vessels are subjected to large
deformations with negligible volhume changes, that is, only quasi-isochoric (J = 1)
motions are possible. These materials can be seeing as a network of collagenous fibres
or muscular tissue embedded in a high compliant matrix (i.e. a ground substance
made of proteoglycans, water, collagen and glycoproteins).™ Therefore, most fibrous
soft tissues are assumed to be continuous fiber reinforced and sometimes layered
materials. When the reinforcement is only due to one family of fibers (it has a
single preferred direction), it is usually modeled as transversely isotropic hyperelastic
material.?* On the other hand, when two or more families of fibers are present, the
tissue is modeled as a fully anisotropic hyperelastic material.®®

The basic continuum mechanics formulation for this class of materials is given
as follows. Let x = x(X,t): Qy x B — B3 denote the motion mapping and let
F be the associated deformation gradient. Here X and x define the respective
positions of a particle in the reference 1y and current @ configurations such as
F = dx/dX. Further, let J = detF be the jacobian of the motion. To properly
define volumetric and deviatoric responses in the nonlinear range, we introduce the
following kinematic decomposition:*®

F=JsF, F=J7*F (1)
C=J3iC=FTF (2)

The term JI is associated with volume-changing deformations, while F is
associated with volume-preserving deformations. We shall call F and C the modified
deformation gradient and the modified right Canchy-Green tensors, respectively.
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The direction of a fiber at a point X € (1 is defined by a unit vector field
mg(X). It is usually assumed that, under deformation, the fiber moves with the
material points of the continuum body. Therefore, the stretch of the fiber, A, defined
as the ratio between its lengths at the deformed and reference configurations, can
be expressed as

Am(x,t) = F(X, t)my(X), A = mF"Fm, = m,Cm,, (3)

where m is the unit vector of the fiber in the deformed configuration. For a second
family of fibers characterized by the unit vector field np(X), the kinematics is
analogous to that defined in Eq. (3).

To characterize isothermal processes, we postulate the existence of a unigue
decoupled representation of the strain-energy density function ¥(C,mg,ng).5"

I8 3t can be

Based on the kinematic assumption Eq. (1) and following Spencer
shown that the integrity bases for the three symmetric second order tensors

C.mg®myg,ny@ng are given in terms of eight invariants. Therefore, we can express

U as
T = Tyor(J) + Ve (C.mp @ mo. g @ np).
= ‘I’ua:(-}r)-l-@deu(fljz;ihfsafﬁj?js_js); (4)
with
L=tC, L= é((w((‘:)z — G,
I, = myCmy, f; =myC’my, I; = n,Cny, (5)

I'? = nocgno, I_g = mDCnD, fg = (nomo)z.

I and I5 are the first two strain invariants of the symmetric modified Cauchy-Green
tensor, C. The pseudo-invariants I, .. ., Iy characterize the anisotropy constitutive
response of the fibers, Iy and I have a clear physical meaning since they are the
squares of the stretches along the two families of fibers. In order to reduce the
mumber of material parameters and to work with physically motivated invariants, we
shall omit the dependency of the free energy ¥ on I, I7, Iy and Iy. This hypothesis
is commonly used in biomechanical modeling.*®

The stress response is then obtained from the derivatives of the stored-energy
function, getting

v 2 _

S =20 = St + Suew = JpC™1 + T DEV(S), (6)
where p is the hydrostatic pressure, S the modified second Piola-Kirchhoff stress
tensor

d’l’«ug[(.}) — deeu(c.mg.no) -
=7 S=2 — i
P a7 e i ()
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and DEV(-) the material deviator operator

DEV() = ( .——[( ): CIC

The Cauchy stress tensor o is 1/.J times the push-forward of S (o = J = x.(S))

that is, 0;; = J_IF”F;;,; Srr, so, from Eq. (6), we obtain

2 . —a’l‘e.m(c-.m[_'u-.llﬂ)—r
o=pl+ jdet F 3G F

with 1 the second-order identity tensor and dev the deviator operator in the spatial

description®”

dev() = () = 3[6) 1L

With the second Piola-Kirchhoff defined in Eq. (6), explicit expressions for the

elastic tensor, C, can be readily defined as

aS(C) asum‘ as([t”v
— =2 :
ac CLUI + Ccir =y =

C=2

where C,,; and Cg., are given by’

a.J op ac-!
=201 C_ 2 Ip—
Cmf 2C @ ( + jBC) + 2 er ;

JpC '@ C !+ 2Jpl-

Cfirle,‘:_%\jr (apf&v®c —|—C OaIfErL)

3 oC aC
4 4 alIJ(im,‘ = 1= 4 =
-J73 —:C | (I/_. + -C~ B4 T30,
+3 ( oC ) Tor +3 )+ o
where,
— 92T g, 4 3?0 4, — - — 02 .. -
Cp=4——0 = =—.C cl'+cC! _——.C
9CoC 3 K ococ <)Y ¢ %\ Geac
4 - N az‘I!fir‘v A Wara! =
o oY oo
with -1 = % = (C‘JT CJL +Cr7 Cm) For convenience, we have introduced

the scalar function g, defined by

dp
dJ

with the constitutive equation for p given in Eq. (7).

p=p+J—
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The elasticity tensor in the spatial description or the spatial tensor of
elasticities, denoted by r, is defined as the push-forward of C times a factor J—1!,
so that

¢ =J7'%(C) = Cyot + Cdew- (16)

3. The Natural Element Implementation

A deep study of the application of the NEM to elastostatics has been carried
out by Sukumar et al. 2% Recently, the extension to elastodynamics has also
been presented.*! This section is devoted to give some key details concerning the
implementation of the NEM for elastostatics applications.

3.1. Natural neighbor interpolation

The NEM is based on the Natural Neighbor interpolation scheme?®:#2 that relies

on the concepts of Delaunay triangulations and Dirichlet tesselations®!+22
of nodes (See Fig. 1).
For a given node ny, the associated Voronoi cell is composed of all the points

of a set

that are closer to the node ny than to any other node. Formally,
Tr={z cP’ :d(z,z;) < d(z,z;) ¥ J# I}, (17)

where T7 is the Voronoi cell and d(-, ) represents the Euclidean distance. In a similar
way, the second order Voronoi cell is defined as the locus of the points, where the
closest node is n; and the second closest node is ny:

Tip={x e B’ 1 d(z.x;) <d(z.z;) <dlx,xzx)¥VJ#T# K}. (18)

Thus, if a new node is added to a given cloud of points the Voronoi cells will be
altered. Sibson*? defined the natural neighbor coordinates of a point & with respect
to one of his neighbors I as the ratio of the cell T that is transferred to T, when
adding & to the initial cloud of points to the total area of T,.. In other words, if
k(x) and kj(zx) are the Lebesgue measures of T, and T, respectively, the natural

Fig. 1. Delaunay triangulation and Voronoil diagram of a cloud of points.
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neighbor coordinates of @ with respect to the node I is defined as

. k()

o = . 19

() = S (19)
In Fig. 2 this relationship may be written as
Aabfe

() = —— 20

() = G2 (20

It is straightforward to prove that NE shape functions form a partition of unity.

The NEM has some important properties, such as the interpolatory character
of the shape functions, the linear consistency of the interpolant and the partition
of unity property. In other words, the natural neighbor interpolant can exactly
reproduce a linear or constant displacement field.>* Another important property
of the interpolant described above is its ability to reproduce a linear interpolant
along convex boundaries (the corresponding proof for two dimensions can be found
in Sukumar et al.*?*** where the extension to 3D is straightforward). This is not
true in the general case of non-convex boundaries, where contributions of interior
points are not negligible. Sukumar® reported errors of about 2% using non-uniform
distributions of points, finer near the boundary.

Recently, a modification of the way in which the natural neighbor interpolant
is built has been proposed in order to achieve linear interpolation also over non-
convex boundaries.?® In most meshless methods, simulations are performed without
employing an explicit definition of the boundary of the domain. However, it is
possible to rigorously extract the shape of a set of points by invoking the concept of
a-shape of the cloud.?”** Cueto et al*® demonstrated that the linear interpolation
property over convex boundaries can be extended to non-convex ones if the cloud
of points has sufficient density to obtain enough detail to accurately describe the
boundary and if the natural neighborhood is limited to the case in which two nodes
belong to the same triangle (tetrahedron) in a certain a-complex. This means that

Fiz. 2. Definition of the natural neighbor coordinates of a point .
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the Voronoi cells are no longer the basis for the computation of the shape function.
Instead, we consider a cell

Ty ={z c®’ :d(z,n;) <d(z,ny) vJ#IAor €C.(N)} (21)

Co(N) stands for an appropriate a-complex, where o is the k-simplex that forms
ny, ny and any of the other point in the set N.

The shape function thus obtained is shown in Fig. 3.2 Note that since the only
modification is the the number of natural neighbors at a given point, taking into
account geometrical information given by the a-shape of the cloud, basic properties
of the shape functions (such as continuity and the local coordinate property) are
not modified or lost. See Cueto et al.’” for more details on this topic.

3.2. Computation of the natural neighbor shape functions

NE shape functions are usually computed using Watson’s algorithm.** To our
knowledge, this algorithm is only defined in two-dimensions. In addition, it fails
when computing values at points lying at a Voronoi edge. In this work, and for
the computation of the three-dimensional shape functions, we preferred to use the
algorithm from Lasserre.* This algorithm has been designed to compute volumes
of polyhedra in B™, and has been successfully applied by Braun and Sambridge!®
to compute natural neighbor coordinates in NEM applications.

Lasserre’s algorithm begins by expressing the volume of a convex polyhedron
in the form of a set of inequalities in B™ that may be written as

{z|Az < b}. (22)

Fiz. 3. Linear interpolation along non-convex boundaries,
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where @ represents a point in B", A is a m X n matrix, and b is a column vector of
dimension m (munber of constraints defining the volume). The volume enclosed by
the polvtope is then

V=V(n ADb), (23)

where the i-th face of the polytope is given by:
{z|(a; -x) =b;, Az < b}, (24)
where a; represents the i-th column of A. Its volume, in B" ! space is denoted by:
=Viln—1,A,b). (25)

A traditional way of computing the volume of the polytope is:
1
Vin,Ab)=— dip,H;) x Vi(n — 1, A, b), 26
(1eAD) = D dlp. H) < Vi = 1. A.b) (26)

where p is a fixed point in space, m’ the minimum number of restrictions that define
the polytope (no redundant restrictions are considered) and d(p, H;) the distance
from point p to the hyperplane H; given by the i-th restriction defining the volume,
Lasserre presented this algorithm in a recursive way, so the volume is computed
in the form of a binary tree, beginning with dimension n and leading to the
computation of n lengths in B, This volume can then be computed by:

bi

1 m . _
V(??,,A,b) = E E |—V;;('n — I:Ai:t:bt)- (27)
i=0

ait|

In this expression A;; represents the reduced matrix, obtained from A by
elimination of the t-th variable, by means of the equation a;x = b;; by is the reduced
vector after this elimination and a;; the t-th element of @;. V;; represents the volume
in dimension n — 1 obtained with the reduced matrix Zi:i and the reduced vector
b;. In the work of Braun and Sambridge!® the value of £ is chosen such that

|ai| = max |aij (28)

This algorithm is defined over the whole space B™, no matter where the nodes or
the integration points are located. However, it is considerably slower than Watson’s
algorithm (more expensive than traditional FE shape function computation). This
computational cost has been established by Braun and Sambridge in a factor of
about two versus the Watson's algorithm.
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3.3. Natural element formulation

In the context of two- and three-dimensional solid mechanics, the unknown variable
(the displacement field in the standard displacement method) is thus approximated
in the form:

w(z) = S or()uy (29)
=1

where u is the vector of nodal displacements and n the number of natural neighbors
of each point x. This leads to a C'° interpolation scheme, although it is also possihle
to build a C'! approach.?®

We introduce a natural element approximation both for the displacements,
like in Eq. (29) and for the space of admissible variations. This approximation
is defined as

n
Su = Z ordug, Sup € RS, (30)
k=1
where ¢y, are the shape functions defined by Eq. (20) and n is the number of natural
neighbors of the point at which the approximate function is computed. This is a
standard Galerkin approach.

Let ¢ a known solution at the pseudo-time increment £,,. We look for the
solution at t,41, @i ., = @, + Aw ... The starting point is the consistent
linearization of the generalized displacement model about ¢ . The solution for
Ay, s iteratively computed using a Newton approach.

(k41) k k4+1
Aty = Au 4 A(aw) Y (31)

where A(/_\.u)(k""l) are the displacement increments in iteration &+ 1 and represent
the degrees of freedom of the linearized algebraic system
m (k )
M & +1 ext int .
Y MK+ K) AL, = (TR -TF):, i=1.....m, (32)

i=1

where the subscript ¢,,41 has been omitted, m is the total number of points of the
problem, and YK and “K are the material and geometric part of the consistent
tangent stiffness matrix respectively. They are defined as

Nt

MK =) fB?chJdIf' (33)
t:lDf
Nt

K= /B?al‘ajjdm (34)

where B are the spatial derivatives of the shape functions, J = detF, £ is the
volume of each tetrahedron of the Delaunay tetrahedrisation and N, the total
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number of tetrahedra. A complete Hammer quadrature have been employed in each

Delaunay cell, with three and four points for the 2 — D and 3 — D cases, respectively,

is also possible. A stabilized conforming nodal integration scheme for this method.*°
Finally, the current configuration is updated after each iteration as:

(k+1)

(k) (k41)
togl Pt +Au¢ (35)

n+l

4. Examples
4.1. Biomechanical modeling of human cornea

The cornea is one of the components of the eye that helps to focus light to create
the virtual image on the retina. It works much like the lens of a camera that focuses
light to create image in the film. The pass of light through the cornea is known
as refraction. Usually, the shape of the cornea is not perfect and the image on the
retina is out-of-focus (blurred) or distorted. These imperfections in the focusing
power of the eye are called refractive errors.

Surgical procedures whose aim is to improve focusing power of the eye are
collectively known as refractive surgerv. Their goal is to create emmetropia by
altering the shape of the cornea. Several surgical techniques have been developed
to treat different refractive errors. Photorefractive keratectomy (PRK) and the
more up-to-date laser in situ keratomileusis (LASIK) correct myopia and hyperopia,
whereas astigmatic disorders are corrected by techniques such as arcuate keratotomy
(AK) or limbal relaxing incisions (LRI), among others.

The problem is to define those parameters that influence the surgery ontcome,
ie. laser and geometric parameters concerning both incision and ablation. For
this reason, the understanding of the biomechanical response of the cornea before
and after surgery is of great clinical importance, with the final aim of providing
information to the surgeons, regarding optimal surgical parameters.*”

The biomechanical response of the cornea plays a significant role in the final
corneal curvature and hence, in the success of refractive surgery. We postulate that
the anisotropy in lamellae orientation also results in a mechanical anisotropy.

The cornea solid geometry is possible for each specific patient, by defining the
global geometric parameters: thickness, diameter and radius of the inner and outer
corneal curvatures, Fig. 4. The geometrical model of the healthy cornea in our
case was approximated, however, by an axially-symmetric geometry around the
optical axis, Fig. 4(a). As a first approach, the human cornea was represented by a
3-D spherical section of the Gullstrand eye (radius, R = 7.86 mm, base diameter
¢ =115mm). The 3-D spherical section was limited by areas of different radii with
origin the optical axis. This approach leads to different thicknesses of the cornea at
the centre (0.55 mm) and near the limbus (0.65 mm).

Cornea was considered to be composed of an anisotropic material through the
specification of two preferred material directions in terms of two local vectors defined
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Fig. 4. Geometrical parameters and natural element mesh of the human cornea. (a) Spherical
section of the Gullstrand eye. (b) Cloud of points.

(a) (b)

Fig. 5. Fibril distribution in the finite element model of the human cornea. (a) Nasal-temporal
direction. (b) Superior-inferior direction.

at each nodal point. Two fibril directions were defined:*®* one family along the
nasal-temporal direction and another along the superior-inferior direction, Fig. 5.
The circumferential fibril distribution in the limbus provides a large stiffness and
therefore the limbus was considered fixed with zero displacement in all degrees of
freedom. Radial symmetric intraocular pressure (I0P) was introduced as a surface
load on the inner endothelinum. Physiological IOP has an average value of around
15.7mm Hg, and may vary from 14 to 18 mm Hg. In our model, the cornea was
loaded with an IOP of 2.0 x 107 MPa (equivalent to 15 mm Hg).**

For the purposes of this model, the elastic response of the tissue will be assumed
to arise from the resistance of the collagen fibrils and the matrix, that is, from a
unique strain energy function defined as in Eq. (43). Following other authors,” we
have considered

Uyt %(Lnu))? (36)

which quasi-enforces the null volumetric change depending on the value of the
penalty coefficient 1/D. As well as corneal stroma, arteries are also formed of a
ground substance reinforced with collagen fibrils oriented in two preferred directions.
Therefore, it is possible to use the same type of constitutive models. We have applied
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Holzapfel’s constitutive model®® initially developed to model arterial tissue to model
corneal behavior. However, the parameters that appear in the definition of the strain
energy function are completely different in both cases.

+ ;T}Z{exp[kz(ﬁ -1 -1} + %{exp[kg(fs —-1)] -1} (37)

The two preferred orientation directions are included in the anisotropic part of
the strain energy function Eq. (37), and are represented by the invariants T4 and T;.
The isotropic part includes both ground substance and randomly oriented fibrils,
and is represented by invariants T, and T,.

We employed a non-linear regression method to obtain the material constants,
and used data from the membrane inflating tests performed on fresh, intact human
corneas by Bryant and MacDonnell.”! The material constants obtained are shown
in Table 1.

Figure 6(a) shows the vertical displacement distribution in the human cornea
for the TOP walue here considered. The maximal displacement took place at the
apex. There appeared a slightly higher displacement at the bottom surface where
the IOP was applied. The displacement distribution had almost spherical symmetry
despite the fibril distribution was not. With the deformed geometry it is possible to
compute the new curvature and to study the inflnence of elastic behawvior.

The maximal principal stress took place at the bottom surface of the limbus,
Fig. 6(b). The stress distribution was slightly more unsymmetrical than strains.

Table 1. Material parameters for the anisotropic fibered material.

& D th ky ks ks ky
(MPa) (MPa~1) (MPa) (MPa) (MPa)
0.005 13.3333 0.0 0.004852 102.643 0.004852 102.643

3.77D-02 5.000-01

3.400-02 4.400-01

3,020-02 3.800-01

2.64D-02 3.200-0

2.260-02 2.60D-01

1.880-032 2.000-01

1.51D-02 1, 400-01

1.130-02 B,00D-02

7.550-03 2.00D-02

3.770-03 -4, 000-02

0., 00D+00 -1.00D-01

(a) (h)

Fig. 6. Results in the healthy human cornea. (a) Vertical displacements (mm). (b) Maximal
principal stress (MPa).
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Opening movement of the mouth

Temporal

Condyle

Fig. 7. Schematic description of the opening movement.

Temporal bone

/

Articular ;_:-"j Clenching
7 direction

Mandibular
Condyle

Fiz. 8. Schematic diagram of the imposed displacement direction (lateral view).

4.2. Temporomandibular disc

The temporomandibular joint (TMJ) is one of the most frequently used joints in the
body, allowing us to talk, chew, yawn, swallow and sneeze and it is susceptible to
all the conditions that affect other joints in the body, including ankylosis, arthritis,
trauma, dislocations, developmental anomalies and neoplasms. The TMJ enables
the frictionless movement between the temporal bone and the mandible. Between
the condylar process of the mandible and the glenoid fossa of the temporal bone,
it lies an interposed fibrocartilaginous disc. It provides a stable platform for the
rotational and gliding movements of the joint and also acts as a shock absorber.”?
This component is a biconcave, fibrocartilaginous structure, which provides the
gliding surface for the mandibular condyle, resulting in smooth joint movement.
The disc has three parts: a thick anterior band, a thin intermediate zone, and a
thick posterior band. In the closed position of the mouth, the condyle is separated
from the articular fossa of the temporal bone by the thick posterior band, while in
the mouth open position the condyle is separated from the articular eminence of
the temporal bone by the thin intermediate zone.

In spite of the great combination of movements that the human jaw can perform,
the response of the articular dise during clenching is the joint movement most
extensively studied to date.®®®* This is not only due to its simplicity since the
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condyle does not rotate and only compress the disc against the temporal, but for
its correlation with the response of the disc in some pathologic situation like in
bruxism.

The developed geometrical model of the joint was built from nuclear magnetic
resonance (NMR) and computerized tomography (CT') images, which were obtained
from a 65 years old asymptomatic male subject. The contours of the cranium
(temporal bone) and the mandible were obtained from the CT scan (Figs. 9(a) and
9(b)), while soft tissues contours were constructed from the NMR images (Fig. 9(c)).
In this joint, bones were considered to be rigid also. Therefore, in order to create
the rigid surfaces for the mandible and the temporal bone, a surface tesselation
(STL) of these bone components was created and then meshed automatically in
the commercial package -DEAS v.9. The articular disc was manually created, its
contours were detected semiautomatically by means of a custom-design code, that
allows the user to identify different components through a grey scale. These contours
were approximated by splines, from which the volume of the disc was created and
then filled with a cloud of nodes.

As mentioned before, bones were treated as rigid surfaces and the goal
of the work was to analyze the response of the disc during clenching. This
fibrocartilaginous component is an aneural and avascular tissue which distributes

(a) (b)

(c)

Fig. 9. Computerized tomography and magnetic resonance images of the skull. (a) Axial CT.
(b) Coronal CT. (c) Sagittal NMR.
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Fig. 10. (a) Schematic diagram of fibres distribution in the articular disc (viewed from top).
(b) Cellagen fibres distribution in the cloud of nodes,

the loads transmitted in articular joints across the underlying bony structures.”®
Articular cartilages in conjunction with synovial liquid provide a powerful
lubrication mechanism that produces very low wear rates and low frictional
coefficients.?"®7 Cartilage can be considered a composite material composed by
an organic solid matrix saturated with water. In normal tissue, the water phase
averages from 65% to 80% of the total weight. The dominant load-bearing structural
components of the solid matrix by composition are collagen molecules and negatively
charged proteoglycans (PGs). Collagen, on average, constitutes nearly 75% of the
dry tissue's weight; it assembles to form fibres with a preferential orientation and
with dimensions that vary through the depth of the cartilage layer.®® This fibrous
network plays an important role in the reinforcement and mechanical stability of
cartilage, by resisting swelling or stretching of the tissue.””:%" The ground substance,
that consists of proteoglycans, glvcoproteins and water, provides the cartilage
strength to compressive stresses. Because of the relatively low permeability of the
cartilage’s porous-permeable extracellular matrix, the fluid pressurization built up
in the cartilage contributes to most of the load bearing capacity of the tissue.®®
For the case of clenching, the load is applied very fast and then due to its low
permeability, the liquid can not squeeze out of the matrix, therefore, in this specific
case, the disc can be treated as a hyperelastic incompressible material with a strong
reinforcement of collagen fibers with a preferential orientation in each part. Thus,
fibers were oriented in an anteroposterior direction in the intermediate zone, while
in a mediolateral direction in both bands.

The strain energy function chosen to characterize the hyperelastic behavior of
the disc was earlier proposed by,

V=il -3)+ gt {eplka(l -1 -1+ 5/ -1 (39)

where ¢; is a material constant related to the ground substance, ky > 0 and ks > 0
are the parameters which identify the exponential behavior due to the presence of
collagen fibres, and D is the compressibility modulus.’?

The simulation started with the jaw in closed position, followed by a
displacement of the mandible against the temporal bone in a direction corresponding
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to the estimated direction of the joint reaction force.®? This direction was similar
to that obtained by Breul et al.%® An imposed displacement of 0.2mm applied in
1s in the direction defined above was introduced (Fig. 8).

In Fig. 11 the geometry (rigid surface elements) and a detail of the a-shape of
the disc from the cloud of nodes are depicted, as well as its displacement under the
clenching load.

The stress distribution can be seen in Figs. 12 and 13. One of the advantages
of the natural element method is that the discontinuities that arise in the finite
element method due to irregularities in the mesh can be avoided. It can be seen
how the stress distributions are smooth along the top and bottom surfaces. As can
be seen in Fig. 12, the maximum principal stresses were located at the posterior
band of the disc where the disc tries to open as it is compressed. However, the
maximum compressive stresses were located in the intermediate zone (both in the
bottom and top surfaces) of the disc (Fig. 13).

4.3. Passive modeling of heart

The primary function of the heart is to pump blood through the body, delivering
nutrients and removing wastes from each of the organs, and transporting hormones
and other messengers between various regions of the body.’* The heart is divided
by the interventricular septum in left and right parts. These parts are also divided

Fig. 11. Finite element mesh of the rigid surfaces of the bone. (a) a-shape of the cloud of nodes.
(b) Deformed plot of the disc.
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Fig. 12, Maximum principal stresses in the articular disc.

Leondes, Cornelius T.. Biomechanical Systems Technology (V1).

: World Scientific, . p 112

http://site.ebrary.com/id/10255686?ppg=112

Copyright © World Scientific. . All rights reserved.

May not be reproduced in any form without permission from the publisher,
except fair uses permitted under U.S. or applicable copyright law.



104 M. Doblaré et al.

TOP SURFACE BOTTOM SURFACE

1.580-00
-a.430-02
890002
RARE R
ERE
-3.280-0
270001
-3.180-04
-2.800.01

<a.0afen

-4.4p0.01

Fig. 13. Minimum principal stresses in the articular disc.

horizontally by the fibrous skeleton of the heart or basal skeleton leading to four
separate chambers. The upper chambers are the left and right atria, while the lower
chambers correspond to the left and right ventricles as shown in Fig. 14.

Between the cavities of the atria and ventricles lie atrioventricular valves: on
the right, the tricuspid valve, and on the left the mitral valve. Semilunar valves
separate, on the other hand, the outfow tracts of each ventricle and its great
artery, the pulmonary artery and the aorta. Afria are smaller in size and thinner
than ventricles and work as low pressure blood reservoirs for the ventricles. The
ventricles, the predominant pumping chambers, develop much higher pressure than
the atria having much thicker muscular walls, specially the left ventricle which
has approximately three times the mass and two times the thickness of the right
ventricle. The cavity of the left ventricle resembles an ellipsoid or elongated cone in

Pulmonary artery

Superior vena cava

Pulmonary veins Pulmonary

veins

Pt

Left atrium

Aoriic valve
Mitral valve
Septum

RS ES S o g
W TELA W AR

R

Right atrium

X 4]

Endocardium

Pericardium
Pulmonary valve

Tricuspid valve

Inferior vena cava )
Myocardium

Right ventricle Left ventricle

Fig. 14, Longitudinal cross section of the heart.
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which both the inflow and cutflow tracts are adjacent. In contrast, the right ventricle
pumps at lower pressure (about one seventh the pressure of the left ventricle)
and has a crescentic cross section forming a shallow U which warps around the
left ventricle. Both ventricles are separated by the interventricular septum which
usually functions as part of the left ventricle. The papillary muscles are attached
to the mitral and aortic valves through fibrous cords (chordae tendinae) arising
form the inner walls of the right and left ventricles. These muscles contract during
systole preventing the valve leaflets to move backward (prolapse) into the atria in
late systole, when intraventricular pressure reaches its maximum. Semilunar valves
are similar in structure and functioning to the atrioventricular valves. These valves
prevent the backflow to the ventricles once the blood has reached the great arteries.

The walls of the heart are organized in several layers: the epicardinm that
covers the outer surface of the heart, inner surfaces of the atria and ventricles
are lined with the endocardium, and the myocardium which lays in between. The
ventricular myocardium, the large mass of cardiac muscle that lays between the
epicardinm and endocardium, consists of overlapping sheets of muscle bundles
running from the base of the pulmonary artery to the aorta describing a double helix
in the space and defining to chambers, the left and right ventricles.®® Myocardial is
composed of contractile cylindrical muscle cells (myocites) with lengths between 80
and 100m and diameters ranging from 10 to 20m. These muscle fibers are bound
together by endomysial collagen defining branching sheets through out the wall,
which interconnect by peryvmisial collagen which allows each sheet to slide with
respect to each other with minimal resistance. These sheets are generally oriented
normal to the ventricle free wall. Therefore, a fully characterization of the cardiac
microstructure requires defining a set of orthogonal directions: a fiber direction f,
a sheet direction s, and a sheet normal direction b as has been proposed by LeGrice
et al.% (see Fig. 15).

Fig. 15, Structure of the myocardium.
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The ventricular geometry and myocardial fiber angles of the heart model
correspond to a 26 Kg pig.°7'% The data was obtained from the Bioengineering
Research Group at the University of Auckland.® Contour splines were created from
points on the external surfaces of the heart. These splines were used to defined
epicardial and endocardial surfaces and then the heart volume. This operation was
entirely conducted in the commercial package -DEAS v.9. The heart volume was
automatically filled with a cloud of nodes with the software HARPOON v.2.0.

The fiber structure of the heart was interpolated from the measured points®’
to the model by first identifying the closest N,, measured points to each point in
the cloud, and then using the following interpolating function

N, N i
o Ei:l(Hk:l,k#i dk}m(‘)
- N, N, 1

Z'i:l Hk:l,k#i dk

where dj, is the distance from the kth measured point to the current model point,
and m‘? is the fiber orientation at the ith measured point. The interpolated field
so obtained was smoothed further using the surface normals. Figure 16 shows the
fiber distribution for the model.

In order to model the cardiac cycle, the material model must contemplate the
active behavior of the tissue at the same time that it accounts for the anisotropy of
the underlying material. The activation of the muscle fibers changes the properties
of the material at the same time that contracts the muscle itself. Therefore, most
models of activation consider two transformations. The first one changing the

(39)

Fig. 16. Fiber architecture in the pig heart.

?Bioenzineering Research Group, Departments of Engineering Science and Physiolozy, University
of Auckland. URL: http://www esc.auckland.ac.nz /Groups,/Bloengineering/CMISS/.
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material properties without changing the geometry, and a second transformation
contracting the muscle without changing the geometry. Bourdarias et al.”® have
proposed a model for the myocardium based on the model by Lin and Yin.™
However, we should point that, if passive hehavior of the heart is being modeled,
an anisotropic SEF of the form Eq. (38) can be used for the myocardium. For the
active behavior, the strain energy functions proposed by Bourdarias et al. and Lin
and Yin have the form

l:[lf

act

(C)=af(l1 —3)(Is — 1) +a5(h —3)° +ai(ly — 1), (40)
for the Bourdarias et al.” model and

ot

Ji(C)=af(L =3)(Is = 1)+ a3(L = 3)° + a§([s — 1)° + af(Ls — 1) (41)

for the Lin and Yin™ model. The main difference between both models lies in the
fact that the model proposed by Bourdarias et al. introduces the muscle contraction
directly in the definition Cauchy stress as

o=pl+ idf!r {FMFT} + BTN n@n, (42)
J aC

where A is the actual elongation of the muscle fiber, T”) is a constant, and n the

current fiber direction.

For the calculations that follow, model Eq. (38) has been used, with constants
cp = 04607, ky = 2.4619, and ks = 4.6996. These constants where obtained by
fitting tensile data reported by Nash and Hunter.”!

Boundary condition corresponding to a passive inflation during vetricular
diastole were imposed to the model presented here. Different internal pressures
were applied to the inner endocardial surfaces of each cavity, 3.0kPa (22.5 mm Hg)
for the left ventricle and 0.6 kPa (4.5 mm Hg) for the right one. Null displacements
were imposed in nodes near to the base of each ventricle, modeling the influence of
the heart valves during distole.

Figure 17 shows the maximal principal stretches in the heart model, with a
maximum of 11% in the medial zone of the left ventricle. Maximal principal stress
took place also in this part of the left ventricle, Fig. 18, with a maximum value of
12 MPa. The two contours present very smooth distribution as a consequence of
the low dependence of the NEM on the location of the cloud of points.

4.4. Human knee ligaments

Although the knee may look like a simple joint, it is however, one of the more
complex. Moreover, the knee is more likely to be injured than any other joint in
the body. The knee is essentially made up of four bones: femur, tibia, patella and
fibula; four ligaments: anterior and posterior ligaments (ACL, PCL) and lateral
and medial collateral ligaments (LCL and MCL), patellar tendon (PT), articular
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Fig. 17. Maximal principal stretches in the heart.
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Fig. 18. Maximal principal stress in the heart.

cartilage and menisci . The human knee joint compliance and stability required for
optimal daily functions are provided by several components like menisci, cartilage,
ligaments and muscle forces that allow complex mechanical responses to different
types of physiological loads.

Because of the relative incongruence of the articular surfaces, ligaments play
an important role in providing passive stability to the joint. For the development of
adequate diagnostic and surgical procedures, it is essential to understand the role
of individual ligament as motion restraints.”> The primary role of the ligaments
that surround the knee is to provide stability to the joint throughout its range of
motion. Each ligament plays a role in providing stability in more than one degree of
freedom as well as restraining knee motion in response to externally applied loads.
Overall joint stability depends on the contributions of the individual ligaments as
well as interaction between them.
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Fig. 19. Natural element model of the human knee.

A detailed model of the human knee is shown in Fig. 19. The model includes
realistic hard and soft tissue geometries for all the major structures. The surface
geometries of the femur, fibula, tibia and patella were reconstructed from a set
of CT scans, while the knee ligament were obtained from MNR data (anterior
cruciate ligament, posterior cruciate ligament, lateral collateral ligament and medial
collateral ligament).™

Cross-sectional contours were manually digitized from these images and the
curves imported into the commercial code I-DEAS. The external surfaces were
created by extrusion and a regularly distributed cloud of points was generated
inside this volume. The femur and tibia were considered as rigid bodies, so only the
external surfaces were meshed with rigid shell elements. On modeling ligaments,
two important assumptions were made. First, no difference in the material behavior
between the ligament body and its insertion were considered. Second, material
characteristics depending on time, such as viscoelasticity, creep and relaxation were
neglected™ due again to the high ratio between the viscoelastic time constant of
the material and the loading time of interest in this study. A transversely isotropic
hyperelastic model was used including the effect of one family of fibers, usually
applied to ligaments.™

We postulated the existence of a unique decoupled representation of the strain-
energy density function U such as

U= lI'\vof(-jr)_|_g"i,sci((_]:a{l®aCIJ (43)
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where U, ,;(.J) and ¥,,,(C, ay®@ay) are given scalar-valued functions of the Jacobian
J = detF and the modified Cauchy-Green tensor C = J iC respectively, that
describe the volumetric and the isochoric responses of the material. The isochoric
part ¥, of the strain-energy function was divided in an isotropic part (F3) and
other depending on the collagen fibers (F5 ). The volumetric part ¥,,; was considered
in a standard manner for quasi-incompressible materials, and a Neo-Hookean model
was considered for the isotropic part of the strain-energy function. We had in turn

U= %mu}f + (I =3)+ Fo()) (44)

Following physical observations in human ligaments, we assiimed that collagen
fibers do not support compressive loads. Second, the stress—strain relation curves
for ligaments have two well-defined parts: an initial curve with increasing stiffness
(toe region) and a second part with stiffness almost constant (linear region).”® We
used the free-energy function earlier proposed by Weiss et al.””

O

A=—=0 A<l

3 <

OF,

A== C5(e®P"D 1) A< (45)
2D

aF

A= =CsA+Cs A>T

N Tl A2

where (7 is the Neo-Hookean constant and I the inverse of the bulk modulus
k = 1/D which was chosen for all the ligaments as k/Cy7 = 1000. We used with
the average constants obtained by Gardiner and Weiss™ for the MCL in their
experimental data. The LCL constants were assumed to be identical to those of
the MCL. The uniaxial stress—strain curves obtained by Butler et al.™ for ACL,
PCL and PT were fit with those obtained by Weiss’s getting the associated constants
that have been included in Table 2.

The ligaments were attached to the tibia at the distal end and to the femur
in its proximal end (Fig. 20). A prescribed displacement and rotation history
corresponding to the flexion motion of the knee was applied to the femur until
a rotation of 60°. Figure 20 shows the maximum principal stress contour for a
60° flexion angle. A significant tensile stress appeared in the posterior part of the

Table 2. Material parameters for the ligaments.

(51 [ [ 'y 'y AY D
(MPa) (MPa) (MPa) (MPa) (MPa~1)
MCL 1.44 0.0 0.57 458.0 4671 1.063 0.00126
LCL 1.44 0.0 0.57 48.0 4671 1.063 0.00126
ACL 1.95 0.0 0.0139 116.22 535.039 1.046 000683
FCL 3.25 0.0 0.1194 87.178 431.063 1.035 0.0041
FT 2.75 0.0 0.065 115.89 TT7.50 1.042 0.004584
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Fig. 20, Maximal principal stresses in the ligaments in response to a knee flexion of 60° (MPa).

ACL. The obtained results also showed that the PCL was mainly in compression.
The LCL is mainly relaxed during this movement. The anterior load produced
in the MCL a stress distribution similar to a beam flexion problem, with tension in
the anterior-distal and the posterior-proximal parts of the MCL.

5. Conclusions

The main objective of this work is to present the possible advantages of
using meshless methods in simulations of biomechanics problems, specifically in
application to modeling of living soft tissues. This family of methods present
some appealing characteristics comparing to the well-known FEM.? They avoid
the difficult task of mesh generation in very complex geometries, such as the case of
living tissues. A finite element meshing process can be very costly depending on the
complexity of the geometry, but a volume reconstruction approach and distribution
of points inside this volume is relatively simple. Meshless methods appear to be an
efficient alternative to FEM for this type of problems.

Biomechanics of living soft tissues usually involves several geometric non-
linearities such us large displacements and strains, as well as material non-linearities.
Soft tissues can be seeing as a network of fibre collagenous or muscular tissue
embedded in a high compliant matrix. Therefore, most fibrous soft tissues are
modeled as continuum hyperelastic fiber reinforced and sometimes layered material.
This type of problems are usually associate with mesh distortions.?® In the NEM
there is virtually no limitation to “mesh” distortions, showing that results are much
less dependent on the regularity of the nodal distribution than FEMs. Compared
to the finite element method, NEM is better at handling large deformation without
any special numerical treatment because it is less dependent on the original mesh.
From these results, NEM appears to be an efficient alternative to FEM for large
deformation problems, especially when using a total Lagrangian description.?®
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Natural Neighbor Galerkin methods present some advantages with respect to
other meshless methods for its application in biomechanics framework. On one
hand, Natural Neighbor Galerkin methods are strictly interpolant and thus are
very well suited to simulate piece-wise homogeneous domains with high accuracy.®”
On the other, the geometrical basis of the NEMs, that has been pointed out,
is specially important when dealing with biomechanical structures obtained after
volume reconstructions of CT or MRI images, for instance. Recent works by the
authors in other fields such as fluid mechanics have leaded us to think that Natural
Neighbor Galerkin techniques are able to be successtully applied also in other fields
within Biomechanics, such as blood flow, blood-vessel interaction and others.

Four examples have been presented that show the wide range of problems
where NEMs can be applied to. First, the numerical simulation of refractive
procedures in the human cornea. The objective is to analyze those parameters
that influence the surgery outcome. The biomechanical response of the cornea
plays a significant role in the final corneal curvature and hence, in the success
of refractive surgery. The second example corresponds to the simulation of the
motion of the temporomandibular joint, and concretely the stress analysis in the
fibrocartilaginous disc. The passive inflation during vetricular diastole of a pig heart
is also presented. Fiber distribution of the cardiac tissue must be taken into account
to model the anisotropy of the underlying material. As a final example, a munerical
simulation of the flexion motion of the human knee is also presented, studying the
stress distribution appearing in the main ligaments of the joint, ACL, PCL, MCL
and LCL.
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CHAPTER 4

TECHNIQUES IN COMPUTER-AIDED DIAGNOSIS
AND THEIR APPLICATION IN CLINICAL INVESTIGATION
OF BRONCHIAL SYSTEMS

C. I FETITA®, A, SARAGAGLIA, M. THIRIET, F. PRETEUX and P. A. GRENIER
“TELECOM & Management SudParis, ARTEMIS Department
9 rue Charles Fourier, 91011 Fuvry, France
catalin. fetita@it- sudparis.eu

Respiratory diseases constitute a major preoccupation for the medical community, due
to their worldwide extent, their high incidence in the industrialized countries and an
important mortality rate. In this context, early diagnosis is the key issue for the patient
healthcare policy. After its introduction in clinical routine during the last decade, helical
computed tomography (CT) became rapidly the recomended imaging technique for
assessing airway disease, With the advent of multidetector row CT (MDCT), high
resolution images of the airways were possible to be acquired throughout the whole
thorax, in a single breath hold. But the advantage to benefit of high-quality data for
pulmonary investization was counterbalanced by the large amount of data the clinician
had to deal with. Computer-aided diagnosis (CAD) techniques are now proposed in
routine investigation. This paper aims at presenting an overview of the advances in the
CAD techniques designed for bronchial systems analysis. According to their investigation
ability, both basic and advanced methods are addressed throughout this presentation.
From direct visualization, to complex segmentation, interaction, navigation, simulation
and quantification issues, the challenges raised by the airway pathology investigation are
discussed and various solutions are presented and illustrated.

Keywords: Pulmonary airways; 3D segmentation; medial axis; mesh modeling; airflow
simulation; airway reactivity; bronchus wall remodeling; computer-aided diagnosis; multi-
detector CT.

1. Introduction

Airway diseases represent one of the main causes of death, after cardiovascular
diseases and cancers. Their prevalence continued to increase in the last decade,
particularly in the industrialized countries. Of various origins — infectious,
inflammatory, cicatriceal, congenital — airway diseases induce morphological
changes of the respiratory system leading to functional disorders. Such diseases
can be either focal or diffuse and may affect both large and small airways.

While different investigation modalities were available in clinical routine, such
as functional respiratory investigations, chest radiography, fiberoptic bronchoscopy,
only the introduction of the computed tomography (CT) in the last decade made it
possible to provide a non-invasive, local investigation of the airways. The continous

“This affiliation refers to C. 1. Fetita only. For the rest of the authors™ affiliations, please refer to
pages 165 and 166,
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development of the CT technology led today to the helical multidetector row
scanners (MDCT) able to acquire high-resolution volumetric images of airways
throughout the whole thorax in a single breath hold, in about 10s. Such image
data is able to depict even minor intra- and extraluminal pathology in the trachea
and proximal bronchi and, combined with appropriate post-processing tools, allow
to assess the extent of stenosis, bronchiectasis and small airway disease.

In this paper, we focus our attention on the MDCT investigation modality and on
the associated computer-aided diagnosis (CAD) tools developed for airway analysis.
Section 2 provides an insight into the MDCT scanning protocol which defines the
image data quality and fixes the limits of the structure quantification accuracy.
Several protocols are recommended according to the requested analysis. In the
following, for the sake of clarity, Sec. 3 presents the anatomy and function of the
bronchial system and discusses the main pathologies affecting its morphology. Such
diseases raise several challenges in terms of assisted clinical diagnosis system design,
which will constitute the gniding lines in the presentation of our survey. In this
respect, Sec. 4 introduces the so-called basic CAD techniques relying uniquely on data
rendering and visualization functionalities. Such techniques do not perform any data
preprocessing in order to extract information on the bronchial structure. Instead, their
analysis capability exploits the intrinsic tissue attenuation characteristics enclosed by
the MDCT data. Originally contrasted data can be investigated via cine-viewing or
multiplanar reformation techniques. 3D to 2D data projection via volume rendering
offers additional functionalities for a global or local, external or endoluminal analysis
of airways, where the original data contrast is modified by means of specific transfer
functions and illumination models: minimum intensity projection, mazrimum intensity
projection, unshaded and shaded composite rendering.

Going deeper into the bronchial systems investigation requires advanced CAD
tools which are presented in the Sec. 5. Such tools rely on information extraction
from the MDCT data, namely on the 3D segmentation of the airway structure.
Combined with wvolume rendering display facilities, a global analysis of the
bronchial tree morphology becomes easily accessible to the clinician. Interaction
and navigation capabilities are added via an azis-based description, making
thus possible local assessment of airways: morphometric measures, automated
trajectory computation for virtual bronchoscopy investigation, analysis of the airway
wall remodeling. Patient-specific 30 mesh model synthesis allows data exchange,
preoperative planning, and functional simulation. Finally, such representation is
also useful for leading research in quantitative studies for inhaled medication in
asthma and other chronic obstructive pulmonary disease (COPD).

The development of CAD tools is performed in association with the imaging
modality employed. It is thus essential to discuss in the following the MDCT data
acquisition protocol and the influence of its parameters on the analysis performance
which can be expected.
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2. MDCT Scanning Protocol

In the following, the reader is supposed to be familiar with the basic principles of the
computed tomography, namely image reconstruction from projections.’*? We shall
thus focus on the particularities of the helical (spiral) CT and multidetector row
spiral CT (MDCT).

The principle of the spiral CT consists of contimiously moving the scanner table
while the couple tube-detector turns around the patient.” Raw projection data is
interpolated along a cross-section plane and an image of the anatomical tissues
attenuation is reconstructed using classic algorithms (i.e., filtered backprojection).
The advantage of spiral over conventional CT is a higher speed and the ability
to reconstrict cross-section images at any longitudinal location, leading to true
volumetric CT data (Fig. 1).

The key parameters influencing the image spatial resolution are: the X-ray
beam collimation (responsible for partial volume effects), the pitch (ratio between
the spiral repetition step and the collimation), the reconstruction interval between
successive axial images, the field of view (in-plane reconstruction diameter), the
reconstruction matrix (image size in pixels) and the reconstruction kernel (the
frequency filter involved in the filtered backprojection algorithm).

When using state-of-the-art single detector spiral CT scanners with a rotation
period less than one second (0.5-0.8s), it was shown that an acceptable compromise
was reached in clinical routine for a pitch value of 1.5 to 2, 3 to 5 mm slice thickness,
and 30-40% overlaping in axial image reconstruction.* °

Multidetector row CT (MDCT) uses several detectors illuminated simul-
taneously by the X-ray beam in order to accelerate the acquisition process for
thin collimations. For example, a 16-detector row CT scanner makes it possible to
explore the entire thorax in less than 10s using a beam collimation from 0.625 mm
to 1.5mm. Reconstruction of overlapped axial images will generate isotropic or
near isotropic data with voxel volume of around 0.5 x 0.5 x 0.5 mm?® when using a
512 % 512 matrix. This is of outmost importance for the 3D post-processing tools

Fig. 1. Principle of wvolumetric image acquisition in spiral CT. Cross-section images are
reconstructed in the axial (z-y) plane at the desired sampling interval along the z-axis leading
to volumetric image data.
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developed for airway investigation.” Another advantage of the MDCT scanners is
their ability to propose retrospective changes of the effective slice thickness of which
the optimal value is equal to half the chosen collimation. This feature is particularly
helpful in daily practice because it does not impose additional acquisitions if higher
image resolution is requested in the z-axis for CAD analysis.

During the acquisition, it is mandatory for the patient to remain motionless
and hold his breath, in order to avoid respiratory motion artifacts which will make
the acquired data useless (Fig. 2). For specific analysis purposes requiring repeated
MDCT scanning in identical conditions, a spirometric system may be used in order
to control the hing volume during acquisition.

The dynamic range of the MDCT data covers 2000 values, calibrated with
respect to the attenuation coeflicient of the water and known as Hounsfield Units

(HU):

1HU = 10002H2 (1)
’u._”_.

where g and p., denote the tissue and water density, respectively. By consequent,
there is a linear correlation between anatomical tissue density and the CT data
ralues. A value of —1000HU corresponds to air, 0 HU to water, and 1000HU to
caleified bone. Due to the restricted perception range of the nunan eye (256 gray
levels), the whole range of Hounsfield Units cannot be displayed without significant
loss of information. In this respect, the radiclogists use a sliding value window for
displaying only the tissues which density lie in the given interval. The HU values
in the display window are converted into 256 levels (0-255), while those lying
outside the window are saturated (0 beneath the inferior limit, and 255 above
the superior limit). The clinical window setting for airway investigation ranges
from —1000 to 200HU. Using such window setting, bronchi are displayed as dark
zones (airway lumen) surrounded by white or light gray closed contours (airway
wall), Fig. 2(a). Their appearance depends on the subdivision generation, image
acquisition protocol, and the orientation with respect to the axial plane.

(a) (b)

Fig. 2. MDCT images acquired at the same anatomical level in two patients: (a) respecting breath
hold constraint and (b) during respiration, which results in motion artifacts.
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To summarize, an MDCT protocol recommended for developping CAD
functionalities will consider the following parameters:

e 0.625-0.75 mm X-ray beam collimation;

e overlapping in reconstruction of axial images;

¢ dedicated reconstruction kernel ensuring a good compromise between (high) level
of detail and (low) level of noise in the image. The scanners manufacturers
generally provide their proprietary designed filter for lung investigation (usually
called “lung kernel”);

e 512 x 512 reconstruction matrix or larger (768 x 768, 1024 x 1024);

e ficld-of-view focused on one lung or on the two lungs when using a larger
reconstruction matrix.

3. Physiopathology of the Airways

The respiratory tract ensures the oxygen supply to, and certain toxic evacuation
from blood. From a functional point of view, air volumes are moved on a well
vascularized lung surface where gas-blood exchanges take place. The respiratory
tract is composed of the upper airways and the tracheobronchial tree. The upper
airways include the nose, the pharynx and the larynx and have a role of air
humidification, heating, purification and transport. The tracheobronchial tree is a
ramified air dispatching system, which superior part — trachea, bronchi and
bronchioles — conveys the air to and from the alveolar ducts, specialized in gas
exchange. The current MDCT imaging systems are able to depict airway structures
down to 1 mm diameter (trachea and bronchi). Bronchioles of lumen diameter and
wall thickness inferior to 1mm and 0.1 mm, respectively, are below the MDCT
resolution.

The morphological description of the tracheobronchial tree is important for
understanding the analysis techniques developed and to evaluate their diagnosis
value.

The trachea is a semi-rigid tubular structure of 10-12ecm long and 2-3 cm
diameter. Its wall contains 16 to 20 U-shape cartilageneous rings, which extremities
are connected by a fibro-elastic membrane with smooth muscle. The air column of
the trachea is easily recognizable on CT images due to the high contrast with the
adjacent dense mediastinal tissue, Fig. 3. Trachea subdivides into two main bronchi,
RMB and LMB, supplying the right and the left lungs, respectively (Fig. 4). The
main bronchi branch off in lobar bronchi (three for the right lung — RULB, RMLEB,
RILB, and two for the left lung — LULB, LILB), which at their turn split recursively
into segmental, subsegmental, and so on. Their spatial orientation and associated
nomenclature is given in Fig. 4, according to Naidich et al.®

Pulmonary airways are affected by wvarious pathologies, noticeable with
MDCT, which induce morphological changes and functional disorders. According
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_ Left lung

Right lung

Fig. 3. MDCT axial image illustrating cross sections of the trachea and of some apical bronchi.

apical = apicoposterior

1+3

B, anterior

anterior
Bcl lingula superior
Ia::.'e;::al Ba lingular
B5 B. nfericr
RILB 5 inferiol
teral B lingular
9
hasilar B lateral
B 10 hasilar
Enie'luc'" 8 B'IO BT medial Bg posterior
asilar posterior  Medlial  basilar anterier  basilar
hasilar beslar pastar

Fiz. 4. Frontal view representation of the tracheobronchial tree up to the subsegmental level
(4th order subdivision). T-trachea, RMB-right main bronchus, LMB-left main bronchus, 1B-
intermediate bronchus, RULB-right upper lobe bronchus, LULB-left upper lobe bronchus, RMLB-
right middle lobe bronchus, RILB-right inferior lobe bronchus, LILB-left inferior lobe bronchus,
TB-truncus basalis. Nomenclature from Naidich.?
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to their impact on the airway morphology, such pathologies can be classed as
follows:

e stenosis, characterized by a narrowing of the bronchus lumen, usually caused by
bronchial tfiumours, a foreign body-associated inflammation or a mucous plug. On
occasion, it is due to inflammatory or post-traumatic bronchial lesions;”

e airway fistula, which is an abnormal communication between oesophagus and
airways, pleural cavity, pericardial cavity or great thoracic vessel;'?

e bronchial dehiscence, seen as bronchial wall defect associated with
extraluminal air collections;'!

e congenital abnormalities, referring to anomalies of the bronchial branching
pattern such as ectopic bronchi, supernumerary anomalous hronchus, bronchial
atresia and lobar hypoplasia;1?:19

e bronchiectasis, which is a chronic irreversible dilatation of diseased bronchi
manifested under three forms: (a) cylindrical bronchiectasis, with a smooth
dilatation of the affected bronchi, which do not taper normally toward
the periphery,'* (b) waricose bronchiectasis showing irregularity and beading
of the affected bronchi with destruction and loss of the bronchial lumen
peripherally'® and (¢) eystic bronchiectasis, characterized by increasing dilatation
of bronchi toward the periphery, with ballooning, and a loss of bronchial
subdivisions;'”

e chronic obstructive pulmonary disease (COPD), involving intrathoracic
airways are manifested such as bronchial wall thickening,'® saber-sheath
trachea!” and expiratory airway collapse due to abnormal flaccidity
(tracheobronchomalacia);'®:*?

e asthma, known as a chronic inflammatory condition involving the airways, caises
increases in the existing bronchial hyperresponsiveness consecutive to various
stimuli.?® ** The real current challenge for the MDCT in asthma is to visualize
and guantify the airway lumen and wall in order to assess the extent of airway
obstruction, the degree of inflammation in small airways, and to evaluate in vivo

the airway wall remodeling.?4

The diagnosis of such diseases with MDCT requires appropriate computer-assisted
tools allowing data analysis from angles and perspectives other than those provided
by the axial images. Such CAD tools may rely either on image visualization
and 3D rendering techniques, applying directly to the original MDCT data, or
combine both data preprocessing (for airway structure extraction) and visualization
facilities.

The following sections present the different CAD approaches available in clinical
routine or in medical research, and illustrate their ability to detect and analyze the
mentioned pathologies, or to increase the diagnosis confidence.
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4. Basic CAD Techniques Relying on MDCT Data Visualization
and Rendering

This section introduces the different visualization modalities developed for MDCT
data analysis, which do not require the separation (segmentation) of the airway
structure from its anatomical environment. Such basic investigation modalities
exploit the intrinsic contrast of the MDCT data related to anatomical density of
the lung tissues. There are two major approaches for data investigation: (i) cross-
section local analysis via 2D image interpolation from the volumetric data along
section planes defined by the user, and (ii) global analysis via volume rendering
techniques which perform volume data projection on an image plane according to
specific ray composition and illumination models.

4.1. Cross-section data imaging

Cine-viewing is the simplest cross-section investigation modality exploiting the
native axial CT images. [t consists of displaying successive overlapped thin axial
images on the same frame window, in the same manner as a video sequence.
Such investigation mode allows the bronchial subdivisions to be followed from the
segmental origin down to the smallest bronchi which can be identified on CT images.
In this way, the segmental and subsegmental distribution of any airway lesion can
be easily monitored. Cine-viewing may also serve as a roadmap for planning an
endoscopic intervention. Figures 5 and 6 illustrate two examples of several successive

Fig. 5. Irregular contours of the internal wall of the RMB and RULB. Left to right and top to
bottom: cine-viewing sequence monitoring the trachea subdivision into RMB and LMB, and the
RMB subdivision into By, B2, and B; segments,
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Fig. 6. Bronchial stenosis in relation with lung carcinoma. Left to right and top to bottom: cine-
viewing sequence monitoring the central airways subdivision (RMB and LMB). Note the epithelial
tissue within the RMB lumen (white arrow head, 3rd image), the severe stenosis on the RULB
(black arrow, Tth image) as well as the narrowing of the intermediate bronchus (IB).

axial Images composing two cine-sequences which depict the central airways of
pathologic subjects.

Multiplanar reformations (MPR) allow local investigation of the airways on
cross-section images along planes interactively defined by the user. Cross-section
images are created from the volumetric MDCT data by using linear interpolation.
The MPR. technique enhances the analysis of airway pathologies running in a plane
other than the axial one.?

However, a single MPR. image may not be sufficient to fully describe a pathology
extent. Several multiplanar reformations of different obliquity, together with the
native axial images are recommended for a confident analysis.?® Figure T illustrate
these aspects in the case of three studies: (a) a congenital malformation (ectopic
bronchus associated with tracheal stenosis), (b) a bronchial stenosis in relation with
a lung carcinoma and (c) a cystic bronchiectasis.

In the first two cases, the MPRs were obtained starting from the coronal plane®
and performing slight rotations around the horizontal axis. In the last case, one
axial and two oblique MPR. images illustrate the bronchial dilatation, but they are
insufficient to fully characterize the extent of the pathology.

It becomes obvious that the cross-section data imaging techniques are not
adapted to the analysis of volumetric spatial information, the investigator being
constrained to mentally reproduce the 3D relationships between the anatomical
structures observed in 2D sections. The complement of the 3D information can be

avirtual plane crossing the head and the shoulders ((y — z) plane, f. Fig. 1).
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126 C. I. Fetita et al

Fig. 7. Clinical investigation using multiplanar reformations: {a) Congenital tracheal bronchus
(RULB arising directly from trachea), (b) bronchial stencsis on the RULB in relation with a
carcinoma and occlusion of the right IB (same subject as in Fig. §), (c¢) varicose and cystic
bronchiectasis in the basilar segments of the left lower lobe.

provided by using 3D rendering techniques which consider the whole or a part of the
volume data in order to produce a projection image. The next section introduces
the principle of the volume rendering and presents its application in computer-aided
diagnosis.

4.2. Volume rendering: a projective approach

Volume rendering®” 3° produces projection images of an MDCT volume data
according to the (virtual) camera projection geometry (paralel/divergent), its
spatial orientation and the selected illumination model (Fig. 8). The principle
consists of casting virtual rays from each point of the camera image plane, record
the chain of the traversed elementary volumes composing the object (voxels) and
compute the final color along the ray, which will be associated to the image point.
The strength of such visualization approach is the ability to provide different models
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Fiz. 8. Principle of image formation in volume rendering.

for color composition along the ray which will produce different images for the same
scene and will make possible anatomical structure discrimination with no need of
previous segmentation.?'32 The only spatial selection of the imaged data consists in
interactiveley setting up two clipping planes, clip front and clip back, which limit the
region of rendering. Only the volume data comprised between this clipping planes
are taken into account during image projection.

Basically, two factors influence the image formation in volume rendering: the
transfer function and the ray composition model. The transfer function defines a
color and opacity table, indexed by the MDCT intensity values. In this way, the
original intensity values along a projection ray are “encoded” into color/opacity
values. The ray composition model uses the color/opacity provided by the transfer
function in order to compute the final color of each image pixel. Three ray
composition models apply for airway image analysis: minimum intensity, maximum
intensity and composite rendering. They are detailed in the following.

4.2.1. Minimum and mazimum intensity projection (mIP/MIP)

Minimum intensity projection (mlIP) associates to an image point the minimum
value encountered along its projection ray. The color transfer function used in this
case is the identity function (for all three color planes), fr(z) = fg(z) = fp(z) = z,
while the opacity transfer function is ignored.

Due to the lower density of the airway lumen with respect to the surrounding
tissues, the bronchi can be visualized with the mIP technigue. Because of a
small density difference with respect to the lung parenchyma (between 50 HU and
150HU®), the image contrast is worse for distal bronchi than for the central airways.
In addition, low-attenuated zones in the lung parenchyma (e.g. lung emphysema)
may hide bronchi (Fig. 9(a)). Consequently, carefully selecting clipping planes and
an appropriate view point is generally required for mIP rendering (Fig. 9(b)). Some
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examples of mIP images are illustrated in Fig. 9, where a gamma correction was
applied in order to enhance the contrast between airways and lung parenchyma.
Note that several drawbacks limit the use of mIP in clinical routine:®
underestimation of the bronchi diameters due to the partial volume effects,
overestimation of high-grade stenoses which can be interpreted as bronchial
occlusions (Fig. 9(d)), and missing of intraluminal growth of eccentric tumors.?4
Maximum intensity projection (MIP) associates to an image point the maximum
value encountered along its projection ray. The transfer functions are identical to
those emploved in mIP. MIP benefits in the display of the mucoid impactions seen
in dilated bronchi, or in the display of the small centrilobular nodular and/or linear
branching opacities expressing infectionus or inflammatory bronchiolitis.®*

4.2.2. Composite rendering

Composite rendering produces projection images by taking into account the
contribution of all elementary volumes along the ray. Here, the color and opacity

(c) ()

Fig. 9. Minimum intensity projections of normal and pathologic airways. Setting clipping planes
and view angle is often mandatory to avoid the superimposition of low-attenuated structures
(a and b). Severe stenoses may be seen as total occlusions (d, arrow). (a) Bronchiectasis in the
LIL bronchi (278 mm thick slab), case of Fig. 7(c). (b) Same as in (a), with 128 mm thick slab and
25° rotation. Airway structure becomes visible. (¢) Ectopic bronchus with tracheal stenosis, case
of Fig. 7(a). (d) Bronchial severe stenosis (RULB) and occlusion of the IB, case of Fig. 7(b).
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transfer functions are set up according to the tissue densities which need to be
highlighted. The color composition along the ray employs a weighted contribution
of the elementary values derived from the Krueger’s transport theory model.?®
The final color is recursively computed by moving from the back clipping plane to
the front clipping plane and accumulating each point contribution in the following
manner, Fig. 10. If C, = (R,G,B) and a,, denote respectively the color vector
and the opacity corresponding to the density of the nth elementary volume on the
ray (according to the transfer functions), I,y the composite color computed from
the back clipping plane to the (n + 1)-th ray location, then, the composite color at
the n-th position is given by:

In = Ot'ﬂcn + (]. roy a‘n)]:n—i—l- (2)

By setting the transfer functions in a manner that will associate the maximum
light and opacity with the density values at lnmen-wall tissue interface, images of the
airways may be obtained as illustrated in Fig. 11. Note that the transfer functions
are expressed in normalized values: the density range on the abscissa correspond to
the [—1000, 200] HU interval.

Composite volume rendering has also the ability to use surface shading modeling
which provides a realistic visual effect when air-tissue interfaces are examined.
Shaded volume rendering adds light reflectance properties in the illwmination model
described by Eq. (2). The color vector C,, derived from the color transfer function
is here replaced by a weighted sum of three color components: ambient — C,,
diffuse — Cg4 and specular — C, which are defined in the following (Fig. 12). The
ambient component models the incident light scattered by all surrounding objects.
If L, and O, denote the light source and object colors respectively (Fig. 12(a)), the
ambient component is a constant given by:

C.=L.®0,, (3)

where @ stands for the tensor product. The diffuse component defines the color at
a point on the object surface according to the light source direction vector L, and

clip frant {Cn’ @) clip back
plane r}y ;"ﬂi (Cn”‘ @) plane /ﬂ
/ e
/ A |
i ,;': i\.. -’I S ,J
/s i/, i/, —composite color | /1, =0
¥ i

Fig. 10. Illumination model in composite rendering.
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Fig. 11. Composite volume rendering of the subjects from Fig. 9. (a) Color/opacity transfer
functions. (b) Bronchiectasis in the LIL bronchi. (c) Ectopic bronchus with tracheal stenosis.
(d) Bronchial stenosis (RMB) and occlusion of the IB.
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Figz. 12. Color components involved in shaded volume rendering.

the object surface normal O,, at that point (Fig. 12(b)):
Cq= (Lr: @ Or:) [Oﬂ : (_Ln)]: (4)

where - stands for the scalar product. The specular component models the direct
reflections of the emitted light on a shiny surface and involves the light source
direction vector L, the object surface normal O,,, and the camera view point 'V,

(Fig. 12(c)):

C, = (Lc ® OC) [S j (_Vn)]oap: (5)
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where
S=2 [On . (_Lﬂ )]On + Ln (6)

and Oy, denotes the specular power coefficient modeling the surface shiness.

Shaded volume rendering considers each elementary volume along a casted ray
as a part of a tissue surface and computes the ambient, diffuse and specular values
at each point where Eq. (2) is applied. In this respect, light source color L, and
spatial orientation L,,, as well as object surface normal O, have to be evaluated.
Note that the object color O, represents the color returned by the color transfer
function (O, = C,,, according to Fig. 10). In medical imaging, a white light source
is generally considered, L. = (1,1, I)T, placed inside the camera, L, = V,,. The
surface normal vector at a given point (z, ¥, 2) is computed as the discrete 3D image
gradient:

OF OF OF\"
On(l‘?y:z) = (ﬁE.E) (Iey!z)!

where the partial derivatives are computed in a discrete form:

oF _ Flz+ Ar.y,z) — Flx — Ax,y,2)
g(ray.‘z) = AL (8)
oF _ Flz,y+ Ay, z) - Fla,y — Ay, 2)
S_y(r’y"z) = Ay (9)
oF _ Flz,y,2+ Az) — F(r,y,2 — Az)
E(r,y,z) = A, (10)

where F denotes the native image intensity levels and Az, Ay, Az the spatial
resolution of the MDCT data.

Summing up, in shaded volume rendering, the Eq. (2) of color composition
along the ray becomes:

In = (ip [u'aca,_n + H'dcd,u + g Cs,_n] + (1 — i )Iﬂ—l-l': (11)

where Cun, Can, Csn are respectiveley the ambient. diffuse and specular
components computed at the n-th position along the ray, and w,, wy, w, their
corresponding weighting coefficients.

Due to the high contrast between the airway lumen and wall within
proximal airways, shaded volume rendering can be applied to simulate endoluminal
investigation of low-order subdivision bronchi. Such an investigation modality
provides images similar to those observed with fiberoptic bronchoscopy and is known
as virtual bronchoscopy. With the help of axial MDCT images, the radiologist can
guide the virtual camera inside the airways to perform the analysis. Figures 13
and 14 shows virtual bronchoscopic images obtained in two patients, the former
presenting a normal morphology of the proximal airways while the latter being
affected by trachecbronchomalacia. The half-moon shape of the trachea and main
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(@)

e 39

(b)

Fig., 13, Virtual bronchoscopy of normal airways: (a) Color/opacity transfer functions, (b) from
left to right and top to bottom, endoscopic views from trachea through the RMB and RULB, up
to the subdivision into By, Bs and Bs. The surface folds on the lower part of the th and 7th
views are due to partial volume effects and do not reflect an abnormality of the wall.

bronchi is clearly visible for the diseased airways (Fig. 14), which denotes an increase
in compliance due to the loss of ntegrity of the wall's structural components.

Note that the choice of the opacity transfer function has the main impact on
the final rendering. In virtual bronchoscopy, the interest is focused on the study of
the inner airway wall surface, which means that a total opacity should be assigned
to the native CT value corresponding to the wall and a zero opacity assigned to the
air. This is not possible in practice due to the partial volumne effects caused by X-
ray beam collimation and spatial resolution. Such effects are even more pronounced
for smaller airways. In this case, a threshold interval is chosen to define the zone
between air and bronchus wall. In the example from Fig. 13, such interval was set
to [-950, —130] HU, which correspond to [0.04, 0.72] in normalized values (reported
to the [—-1000, 200] HU interval).

Note also the fine stripes on the relief surface. They appear like level-lines and
are due to several factors: (1) the transition between (semi-)transparent and fully-
opaque values according to the ray incidence on the surface, (2) the typical noise
of CT images combined with partial volume effects and (3) the limited sampling
resolution: angular, due to the aperture angle of the camera, in-plane (image
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(b)

Fig. 14, Virtual bronchoscopy of airways affected by tracheobronchomalacia: (a) Color/opacity
transfer functions, (b) from left to right and top to bottom, endoscopic views from trachea through
the LMB, up to the subdivision into LULB and LILB.

resolution), and longitudinal (sampling interval along the casted rays). Conversely,
the larger shadowed strips wvisible within the trachea are the cartilaginous
rings.

Virtual bronchoscopy allows accurate reproduction of the major endoluminal
abnormalities with an excellent correlation with fiberoptic bronchoscopy results
regarding the location, severity and shape of airway narrowing.”® In addition, an
analysis beyond an obstructive lesion is possible with such a modality.

Despite these valuable abilities, virtual bronchoscopy remains very sensitive to
partial volume effects and motion artifacts. An example of the influence of a partial
volume effect can be seen in Fig. 13(b) as surface folds on the RULB visible on
the lower side of the 6th and Tth images. Note also that virtual bronchoscopy is
unable to identify mild stenosis, submucosal infiltration and superficial spreading
tumors.”57

Summing up, the basic CAD tools using the aforementioned visualization and
rendering techniques provide some facilities for airway investigation but suffer
from a common drawback: the difficulty to differentiate the bronchial tree from
its environment. This limitation is particularly detrimental to the study of distal
airways, which restricts the interest in using such techniques in clinical practice.
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The solution consists in developing advanced CAD tools able to extract from
the native MDCT data the information relative to the airwayvs and to provide the
associated facilities for interaction, navigation and analysis.

5. Advanced CAD Techniques Based on MDCT Data Segmentation
and Interaction

The objective behind developing computer-aided diagnosis tools is not only to
ensure a qualitative investigation of the airway tree but especially to provide a
quantitative assessment of the disease. In this respect, MDCT data alone is no
more enough to deliver such quantitative information. Instead, image processing
approaches are implemented to extract and interpret the pertinent morpho-
functional information from the MDCT data.

Depending on the required analysis degree, several processing steps have to
be considered. First, the 3D segmentation of the airways from the wvolumetric
MDCT data isolates the bronchial tree from its anatomical environment and
allows a global analysis of its morphology. Local, quantitative information access
requires to benefit from a more in-depth characterization of the airway network.
An accurate description of the bronchial structure is derived from the airway axis
computation which makes it possible to interact with, navigate within and locally
quantify bronchial network. Finally, surface modeling of the segmented airways
allows faster interactive analysis and data exchange for telemedecine applications,
as well as realistic airflow simulation and particle deposition studies for inhaled
therapy design. Recent research uses the surface modeling of the airway lumen to
build-up a deformable model and develop a volumetric approach for airway wall
segmentation and quantification.

5.1. 3D segmentation of the airways

The techniques of airway segmentation from MDCT data rely on the morpho-
physiological properties of bronchi interpreted in terms of image analysis. Note
that airway segmentation generally refers to extracting the airway lumen or the
inner airway wall surface. The segmentation of the outer surface of the bronchus
wall is few addressed in the literature and will be discussed further in this paper.

Reffering to the segmentation approaches developed in the literature, three
main classes can be observed: 2D /3D, fully-3D and mixed approaches. The 2D /3D
techniques perform a 2D segmentation on each axial image of the CT dataset, then
reconstruct the 3D geometry of the airways. Different methods, summarized in the
following, were proposed to achieve these objectives.

The first techniques used thresholding to segment the 2D bronchial sections on
each image, then kept only those components which presented a 3D connectivity
with a defined subset (generally corresponding to the trachea). While such methods
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work well on in vitre data,*® on clinical data they fail to provide acceptable results,
mainly due to the impossibility to set-up a thresholding interval adapted for hoth
large and small airways, or for airways running in the axial plane (the most
affected by the partial volume effect). For these reasons, interactive procedures were
developed,’” where regions of interest are manually defined and the thresholding
interval adjusted accordingly. Such methods are both inaccurate and tedious with
respect to the large number of images produced by the current scanners (300
to 400 per thorax). Automated approaches were developed allowing bronchial
contour detection on 2D images, then a 3D reconstruction under 3D connectivity
constraints.?® Tozaki et al. improve the 2D bronchial contour detection by employing
several techniques: zero-crossing applied to the second derivative of the image,*”
Gaussian and mean curvature.*’ In the same class of approaches, Fetita et al
developed a 2D segmentation method combining bronchial lumen marking and
contour extraction*! using respectively the connection cost morphological operator
d.*? The 3D reconstruction is performed by imposing the
same connectivity constraints between the 2D segmented components on successive

and a constrained watershe

images. In addition, a 3D topological structure is built-up to guide the restoration
of interrupted branches and to filter out the non-bronchial components. Fig. 15
shows an example of a 3D segmentation of bronchial tree using the latter 2D /3D
technique.

With the development of multislice CT scanners, the volwmetric CT data
became quasi-isotropic in terms of 3D spatial resolution. This made possible a
new class of segmentation approaches, working directly in the 3D space. Region
growing is the most popular one and consists of aggregating neighboring voxels to a
pre-defined seed, according to similarity criteria. The neighborhood is defined with
respect to the 3D comnectivity used (6-connected, 18-connected or 26-connected,
Fig. 16). The seed is selected either interactively*® or is automatically set at the
arigin of the trachea.** Multiple seeds may be defined to increase the segmentation

(a)

Fig. 15. Example of a result produced by a 2D /3D segmentation approach*! (a) 2D segmentation
and 3D connectivity setup. (b) 3D reconstruction and filtering.
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{a) B-cennectivity {b) 18-connectivity (c) 26-connectivity

Fig. 16. Voxel neighborhood corresponding to a given 3D connectivity.

performance for distal bronchi or for bronchi affected by stenosis. The accuracy
and robustness of the region growing techniques relies mainly on the definition
of the similarity criteria. The most simple ones specify a threshold interval for
accepting the aggregation of neighboring voxels to the growing set. While threshold-
based techniques are effective for in wvitro data,** they generally either produce an

expansion of the growing set outside the airway lumen,*®

44 .46

or stop the segmentation

prematurely. Locally-adaptive thresholding improves the result but do not

eliminate the “leak” problem. Tschirren et al*” developed a method relying on
multiseeded fuzzy connectivity which simultaneously grows two competing regions
the foreground and the background based on fuzzy-logic similarity criteria. The
method prevents from significant overflow but the segmentation is generally limited
to low-order subdivision bronchi. Figure 17 illustrates the two extreme cases wich
may occur for region growing-based segmentation.

The concept of region growing is the basis of the 3D segmentation methods
developed later on. Such methods aimed at improving the performances of the
classic region growing approaches by working on two aspects: similarity criteria for
overflow prevention, and seed initialization. Several authors proposed to combine
2D/3D and region growing approaches. The benefit of such a mixed technique is
mutual: the 2D segmentation result is used to limit the region growing expansion

(a) (b} )

Fiz. 17. Airway segmentation using region growing. Depending on the similarity criterion used,
the growing process may stop prematurely (a) or lead to overflow in the lung prenchyma (b), (c).
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on one hand, and the region growing propagation is exploited to validate and
restore the 2D segmented sections belonging to the airway tree, on the other
hand. The resulting mixed approaches are mainly differentiated with respect to
the 2D segmentation method implemented: succesive filtering based on anatomical
knowledge.*® fuzzy-logic approach,* detection using neural networks,”" a priori
knowledge,”® morphological closing,”? gray-level morphological reconstruction.™

Seed initialization plays also an essential role in the final 3D segmentation.
When an interactive procedure is considered, the seed can be recursively updated
at the level where propagation stoped. This is the current situation on the
postprocessing sofware provided by the majority of CT scanner manufacturers.
However, an antomated seed setup is largely preferred. Generally, the seed (or a
region) is automatically selected inside the trachea, which is easy to detect by using
basic image processing tools. In Ref. 53, the seed is automatically updated when
region growing stops and set up at the location of terminal bronchial segments
previously detected.

Fxploiting similar concepts, the work in Refs. 54 and 55 developed a fully-
3D approach for airway segmentation. The seed here is a subset of the airway
tree, segmented by means of advanced morphological filtering. A new morphological
filter was introduced — the sup-constrained connection cost — which discriminates
between aiway lumen and surrounding lung parenchyma. Such a filter exploits the
image properties of the pulmonary tissues, namely the fact that airway hunen is
associated with local minima. Defined on functions f: X € R™ — R of connected
support supp(f) = X and upper bounded, on any bounded subset of supp(f), the
sup-constrained connection cost (RC}') affects the local minima of f according to
connectivity and morphometric criteria. While a complete mathematical definition
of RCY can be found in Refs. 54 and 55, its intuitive interpretation will be given in
the following. Let us imagine f as the surface of a relief. A point z € supp(f) is called
topographically connected to a subset Y C supp(f), if there is a descending path on
f leading from x to Y. Computing RC?(Y) of f with respect to a non-empty
subset Y C supp(f) will result in “filling in”, at constant level, all local minima of
f topographically disconnected from Y. The “filling in” level is controlled by the
size m of the structuring element (SE) associated with the RCY" operator. If such
a SE is a n-D ball, the “filling in™ depth of a “valley” is given by the level at which
the “valley” width becomes larger than m (Fig. 18(a)).

By adjusting the m parameter, the RC¥ can be implemented in a multi-
resolution scheme, making it possible to segment a large subset of the airway Iumen.
The m value is chosen according to the trachea diameter T: mq = T/2, mo = T.
The Y subset is defined outside the pulmonary field. Figure 18(b) illustrates the
multiresolution principle by using a synthetic thoracic relief simulating the thorax
cage, the ling parenchyma with noise and the trachea subdivision. When applying
the first filter, '.-’?;C}-/g, the bronchi relief is not modified due to their topographical

connection with the trachea. The second filtering, RC:{, will select the airway
network, without affecting the lung valleys.
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R (L)

(b)

Fig. 18. Principle of airway subset initialization®: (a) the ‘RC}”{.. Y') operator illustrated in 1D
and 2D case, (b) multiresolution segmentation scheme.

Figure 19(a) shows an example of low-order airways obtained from MDCT
data with the described multiresolution filtering approach. High-order bronchi are
then reconstructed by performing a region growing conditional to local constraints
on gradient, topology and image intensity. The similarity criteria allowing the
propagation at a point & on the boundary of low-order airway subset, in a given
direction d, is described by:

(d-Vf)z)+T(z, f.d) —kf(z) >0, (12)

where 7 characterizes the local directional topology with respect to f and d,
favoring the propagation inside small caliber bronchi®* and k is a normalizing
parameter, set up according to the MDCT acquisition protocol.

Figure 19(b) shows the 3D segmentation result starting from the seed airway
subset of Fig. 19(a). The trachecbronchial tree is here segmented up to the 6th
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(a) (b)

Fig. 19. 3D sezmentation of the trachecbronchial tree from MDCT using the®* approach (same
subject as in Figs. 15 and 17): (a) the seed airway subset computed by multiresolution filtering,
(b) conditional region growing.

subdivision order. Note that the airway segmentation results illustrated further on
in this paper were obtained with the latter 3D technique.”*

5.1.1. Global investigation of the bronehial tree

The 3D segmentation of the airways provides the access to a global investigation of
the bronchial morphology by using a volume rendering approach. The radiologist
can navigate around the airway network and analyze the eventual morphological
changes caused by disease. The inner airway wall surface can be displayed by using
color fopacity transfer functions similar to those of Fig. 13.

An example of airway tree analysis of some subjects discussed in Sec. 4 is shown
in Fig. 20 using volume rendering with shaded surface display. The morphological
characteristics of bronchi are striking even for an unexperienced investigator.

(a) (b) (c)

Fig. 20. 3D airway investigation using shaded volume rendering (subjects of Fig. 9): (a) cystic
and varicose bronchiectasis in the LIL basilar bronchi, (b) congenital tracheal bronchus (RULB),
(c) severe stenosis of RULB and occlusion of IB.
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Fig. 21. 3D airway investigation using shaded volume rendering: (a) normal morphology, (b)
cylindrical bronchiectasis, (c) severe stenosis of RULB and occlusion of IB (rear view), (d) cystic
and varicose bronchiectasis in LIL basilar bronchi (rear view).

Another type of analysis consists in providing semi-transparent views of the
segmented bronchial tree (Fig. 21), similar to those obtained with the ancient
bronchography. They are useful for producing film-printed clichés for patient record.
Such a modality is known as virtual bronchography or CT bronchography. As the 3D
segmentation produces binary (two gray levels) volumnetric images (255 is the object
ralue, O—the background value), specific transfer functions should be used to obtain
the desired transparency effect (see Fig. 21(a)). Note also that a 3D smoothing
using a Gaussian kernel is applied to the segmented data prior to rendering.

5.2, Axis-based description for morphometric analysis,
interaction and navigation

Improving the airway analysis via local assessment requires to develop associated
CAD tools for interaction, navigation and quantification. Such tools should rely on
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a compact representation of the bronchial tree morphology granting the access to
specific locations for in-depth investigation.

By compact representation we understand a multi-valued hierarchical graph
synthesizing the geometrical and topological information enclosed by the airway
tree. A straightforward way for building up such a graph is to compute the axis of the
segmented binary 3D airway structure, which will provide the subdivision geometry,
and to complete it with topological and morphometric information. Computing the
axis of a highly branching binary structure is however challenging and raises several
constraints when an accurate result is expected:

homotopy preservation (same munber of simply-connected components),
geometry preservation (branch length, subdivision angles, subdivision hierarchy ),
central position inside the airway structure,

unitary dimension (set of curves in the 3D space, not surfaces),

robustness with respect to noise.

Due to the discrete nature of the 3D segmented data, the airway axis will be built
up as a collection of points governed by a connectivity relationship which establishes
the topology of the tree structure and the subdivision hierarchy. In addition, each
point of the airway axis may carry out information on its spatial position, lumen
diameter, local tangent, subdivision order, access to its neighborhood, and so on.
The following section presents the main approaches developed in the literature for
airway axis computation.

5.2.1. Awis computation of the tracheobronchial tree

Three methodological classes for axis computation can be distinguished: thinning-
based, using the Voronoi diagram, and relying on distance functions. The methods
based on thinning consist of an iterative removal from the segmented airway
structure of voxels belonging to the external layer, the suppression of which do
not affect the object topology.®® Such voxels are called simple points. Among them,
certain points should however be preserved in order to maintain the geometry of the
initial structure (terminal points). While such an approach applies effectively in two
dimensions, the detection of simple and terminal points reveals to be more difficult
in 3D and remains the key point of the developed algorithms. In addition, thinning
of a 3D object generally produces a surface and subsequent processing is required
for extracting an unitary axis. The presence of noise at the surface of the 3D object
may induce fake segments in the computed axis (when noise and terminal points
are mixed up) and thus, a pruning step is generally required. Different solutions
have been proposed to ensure the preservation of both geometry and topology but,
to our knowledge, a robust approach for the general case of high-order subdivision
trees has not been found yet — for more details on this subject the reader could
report to Refs. 5764,
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The axis computation methods based on the Voronoi diagram apply rather to
sampled data object represented as a 3D polygonal mesh. The principle exploit a
Kirkpatrick’s remark® according to which the axis of a polygon is a subset of its
Voronoi diagram.®® Recall that the Voronoi diagram of a finite point set £ C R™ is
defined as the contours of the Voronoi cells V given by:

YpeE, Vip)={meR" dm,p)<dm,E)} (13)

where d(.,.) denotes the Euclidean distance function. The existing methods share
a general procedure which consists of surface object sampling, computation of the
Voronoi diagram and selection of a subset corresponding to the best approximation
of the object axis. According to the latter point, several techniques were proposed:
extracting the subset of the Voronoi diagram included in the object," %9
the intersection between the Voronoi graph and the object,™ or compute the dual
of the Delaunay triangulation of the polygonal approximation of the object. Note
that all these techniques present a common drawback — the high sensitivity to the
noise on the object surface — which imposes to develop additional simplification
procedures.” ™ In the case of complex 3D objects such as the bronchial tree, there
is no warranty that the simplification step will preserve the correct geometry of
their axis.

consider

The last class of approaches, based on distance functions, includes the methods
using an Euclidean distance map computed with respect to the object border
(background).™ The points of the axis are selected as a subset of the local maxima
of the distance function. The key issue is the way that such a selection is performed.
Several methods try to detect singularity points on the distance function, and link
them together to reconstruct the object axis.™ 7® Other approaches use the distance
function as a complementary information for a more robust detection of the simple
points during a thinning procedure.”™ #! Numerically-interesting methods introduce
a geodesic distance function computed with respect to a root point situated at the
top of the trachea. Such geodesic distance map allows to extract the minimal path
connecting end points (terminal or subdivision points, either manually defined®
or automatically detected™:®*) to the root point. The Euclidean distance map
computed with respect to the background serves to constrain the minimal path
to remain centered in the airway structure.®4 %9

Similar methods use an approximation of the geodesic distance map by
performing a front propagation starting from the root point.37:%% At each step,
the new front is constituted by the current front’s neighboring voxels. All voxels
within a propagation front are considered to have the same geodesic distance with
respect to the root point. The airway axis is progressively built up by including
from each propagation front the point corresponding to the local maximum of the
Euclidean distance map. The key issue is to accurately estimate the position of the
subdivision points and the subdivision hierarchy (in order to preserve the geometry
and topology. respectively) of the airway axis. The subdivision detection criterion
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relies generally on front splitting during propagation (Fig. 22(a)). In order to prevent
geometry errors, either a backward propagation is performed (from the terminal
points up to the root point) and the spatial position of the subdivision points is
corrected,37:88 or the subdivision detection criterion includes the Euclidean distance
map information.”®%? In the latter situation, a subdivision is also reported when
several local maxima of the distance map are detected in the same propagation
front (Fig. 22(b)). These methods are not sufficient to ensure the preservation of
the subdivision hierarchy in general, as shown in Fig. 22(c).

A solution is proposed in Refs. 55 and 89. It consists in validating the subdivision
topology each time a subdivision point is detected. The basic idea is that, for a quasi-
tubular branching structure, a specific space partitioning procedure initiated at a
hypothetical subdivion point in the tree is able to accurately decide if a subdivision
occurs (Fig. 23). The space partitioning first defines the maximum sphere inscribed
in the airway set, centered at the hypothetical subdivision point. Then, the points
located on the sphere surface propagate toward lower values of the Euclidian

root root

subdivision
point

subdivision
point

(b)
Fig. 22. Subdivision detection criteria: (a) front splitting zeometry errors, (b) follow-up of
local maxima of the Euclidean distance map-geometry preservation, (¢) previous methods fail

in preserving the geometry /subdivision hierarchy in the general situation.

(a)

Fig. 23. Subdivision detection criterion preserving both the geometry and the subdivision
hierarchy: (a) space partitioning starting at a hypothetical subdivision point, (b) alrway axis
reconstruction at the subdivision level, (c¢) partitioning in sub-trees and recursive procedure
resurmnption,
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distance map. This will give birth to a cone-shaped structure associated with each
segment of the subdivision, irrespective to the degree of the subdivision (bifurcation,
trifurcation, ...; Fig. 23(a)). The geometry of the airway axis at the subdivision
level is then reconstructed by connecting the vertex of each cone-shaped structure
to the subdivision point, following the maximum value path on the distance map
(Fig. 23(b)). A subdivision in sub-trees is then performed (Fig. 23(c)) and the
procedure is recursively applied to each sub-tree.

The airway axis computation approaches using Euclidean distance function and
geodesic front propagation have the advantage to be less computationally expensive
and more robust with respect to object surface irregularities/noise than thinning
or Voronoi-based methods. Nevertheless, any technique cand be implemented
in a computer-aided diagnosis system if it complies with the robustness, the
accuracy and the interactivity degrees required by the application. Figure 24

Fig. 24, Airway axis computed for different airway morphologies””: (a) congenital tracheal
bronchus (RULB), (b) severe stenosis of RULB and occlusion of IB, (c) peribronchovascular
thickening inducing airway lumen narrowing and occlusion, (d) cylindrical bronchiectasis.
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illustrates some results of airway axis computation obtained by using the latter
approach,”® showing robustness with respect to various physiological and
pathological morphologies of the airway tree.

The airway axis is built up as a discrete, hierarchic and multi-valued tree
structure. Each point of the axis carries out data related to:

¢ the geometry (3D spatial coordinates, tangent vector),

e the topology (local neighborhood, node type: root, terminal, subdivision or
regular),

e the subdivision order of the current bronchus segment,

¢ the approximate caliber of the bronchus (estimated from the Euclidean distance
function),

which allows interactive or automated applications for medical investigation.

5.2.2. Morphometric analysis

By exploiting the airway axis structure, morphometric measurements of bronchi
become straightforward. Such measurements include bifurcation angles, bronchi
lengths, cross-section caliber estimation (Fig. 25(a)), longitudinal extent of
pathologies (stenosis, bronchiectasis; Fig. 25(b)). Apart from being of clinical
interest in pre/post-surgery analysis, the bronchi investigation based on the airway
axis description may automatically provide useful morphometric informations at
different subdivision levels. Average models concerning a target population may
thus be built up and the effect of different perturbation factors studied with respect
to these models.

By combining 3D segmentation and airway axis description, an indexation of the
bronchial segments with respect to the subdivision order is achieved,® Fig. 25(c).
Such an indexation differs from the one of the airway axis and provides the correct

(b)

Fig. 25, Morphometric analysis based on alrway axis information: (a) subdivision angles, segment
lengths, cross-section caliber, (b) quantification of a stenosis, probably due to the aortic arch
printing, (c) bronchus indexation.

Leondes, Cornelius T.. Biomechanical Systems Technology (V1).

: World Scientific, . p 154

http://site.ebrary.com/id/10255686?ppg=154

Copyright © World Scientific. . All rights reserved.

May not be reproduced in any form without permission from the publisher,
except fair uses permitted under U.S. or applicable copyright law.



146 C. I. Fetita et al.

labeling of the bronchial segments (¢f. Fig 4). This is both useful to enrich the
average models and to build up interactive anatomical atlases for medical learning.

5.2.3. Interaction and navigation facilities

The hierarchic tree structure of the airway axis makes it possible to develop
associated tools for interacting with and navigating within the airway network.
A straightforward example is the virtual endoscopy application.

By selecting two points on the axis, the endolhiminal trajectory is antomatically
computed and the virtual camera gunided along the axis. The virtual camera
is centered in the bronchus segment and provides the optimal view during the
navigation. The endoluminal images are obtained with shaded volume rendering
techniques applied on the negative segmented binary data, and using color /opacity
transfer functions similar to those in Figs. 13 and 14.

Performing virtual bronchoscopy investigation along the segmented airway tree
instead of using native MDCT data (cf. Sec. 4.2) has two major advantages. First,
it provides a higher robustness to the partial volume effects (Fig. 26(a)). Second,
it allows a more distal investigation as the gray level values of the lumen wall are
constant with respect to the subdivision order, which is not the case with native
data. Indeed, in native MDCT data, the gray level associated with the bronchus
wall decreases with the subdivision order because of the partial volume effect and
the reduction of the wall thickness. Consequently, the opacity associated with the
airway wall via the transfer functions decreases and the wall surface “fades out”
while anatomical structures beyond it become visible (Fig. 26(b)—(d)).

(a) (b) (c) (b

Fig. 26.  Virtual bronchoscopy using native (top) and segmented (bottom) data (same subject as
in Fig. 13): (a) sensitivity to partial volume effects (RULB), (b) 4th order subdivision bronchus
(subsegmental), (c) 5th order subdivision bronchus, (d) 6th order subdivision bronchus.
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(\/

Fig. 27. WVirtual bronchoscopy of airways affected by tracheobronchomalacia using the 3D
segmentation and axis description (same viewpoints as in Fig. 14). From left to right and top
to bottom, endoscopic views from trachea through the LMB, up to the subdivision into LULB
and LILB.

Figure 27 illustrates a virtual bronchoscopy investigation by using the previous
3D segmentation and airway axis navigation facilities. The analysis concerns the
same patient as in the endoscopic investigation based on native MDCT data,
cf. Fig. 14. For comparison purposes, the same viewpoints were selected in both
endoscopic investigations.

Another interaction facility provided by the airway axis description is the
definition of the cutting planes for multiplanar image reformation (Sec. 4.1). Of
a particular interest for quantification purposes are the MPR images reconstructed
in the bronchus cross-section plane, at selected location points. As the tangent to
the bronchus axis is one of the parameters enclosed by each node of the airway axis,
the cross-section image reconstruction is fully-automatic and reproducible. Such
essential properties are exploited for airway lumen/wall area quantification in the
framework of bronchial reactivity and wall remodeling assessment.

5.2.4. Assessment of airway reactivity and bronchial wall remodeling

Pathologies such as asthma and COPD induce airway remodeling which can be
noticed on clinical MDCT investigations as bronchial wall thickening and Inmen
narrowing. Such a remodeling occurs in the affected subjects in response to various
external stimuli. The challenge is to provide accurate quantification tools in order
to evaluate the degree of obstruction and its associated risks. Patient follow-up
consequently to an administered medication also requires the ability to assess
changes in airway remodeling prior and after therapy. In this framework, MDCT
imaging may play the role of hiomarker when associated with accurate CAD
facilities.

Leondes, Cornelius T.. Biomechanical Systems Technology (V1).

: World Scientific, . p 156

http://site.ebrary.com/id/10255686?ppg=156

Copyright © World Scientific. . All rights reserved.

May not be reproduced in any form without permission from the publisher,
except fair uses permitted under U.S. or applicable copyright law.



148 . 1. Fetita et al.

The current techniques for assessing the airway lhumen narrowing and wall
thickening with MDCT consist in evaluating the bronchus lnmen /wall areas or their
variation in longitudinal studies.” The first requirement for an accurate estimation
is to perform the measurements in the bronchus cross-section plane, otherwise the
estimation errors may climb up to +40% when investigating small airways, even
slightly tilted with respect to the section plane. By using the axis-based description,
multiplanar images orthogonal to the bronchus axis are automatically provided for
quantification at locations selected by the radiologist. The second key issue is related
to the 2D quantification technique used to assess the bronchial parameters, which
has to be accurate and reproducible. Such a requirement should be considered from
two points of view: (1) with respect to repeated measurements on the same image
and (2) with respect to the behavior on images corresponding to the same bronchus
location in the same patient, but coming from distinct MDCT acquisitions (for
example, in the case of pre/post-treatment analysis).

Several (semi- Jautomatic approaches for airway wall quantification have been
proposed in the literature. We can mention here “full-width at half maximum”
(FWHDM), pattern-based and shape-independent approaches. Well-known and
largely used in the medical community, FWHM methods®”:?? estimate the locations
of the inner/outer wall contours of a bronchus from gray-level profiles computed
along rays cast from its center. However, it has been shown®? that measures using
FWHM are biased for small or thin-wall airways. Pattern-based approaches™ “° use
the assumption that airway cross-sections have circular or elliptical shapes. Such
an assumption applies well to images of excised animal lungs but holds no longer
for in-vivo CT data, thus making estimation errors possible. Shape-independent
techniques gather various approaches for inner/outer wall contour detection such
as gradient-based,”® mathematical morphology,”” knowledge-based,” etc. A recent
technique,”® especially designed for airway remodeling quantification in asthma,
exploits the benefits provided by the airway axis descriptive structure and by
a fully-automated 2D segmentation approach. Due to the diffuse nature of the
disease, quantifying a theraphy effect on the airway wall remodeling requires
to simultaneously assess several bronchi throughout the lung. In this respect,
an experienced radiologist identifies and selects the bronchi where quantification
should be performed by clicking on the corresponding landmarks on the airway
axis (Fig. 28(a)). A series of cross-section images are automatically generated
at different sampling locations on each selected bronchus axis (Fig. 28(b)).
The 2D quantification of hunen/wall areas is then automatically performed on
each cross-section image (Fig. 28(c)) by using a dedicated deformable contours
approach. The quantification results are reported both individually and averaged
by bronchus segment, and comparisons between data before/after treatment are
performed.”?

bStudies reproduced at different time intervals.
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(a)

98,99

Fig. 28. Quantification of airway reactivity and bronchus wall remodeling: (a) selection
of bronchi under evaluation, (b) cross-section image reformation, (c) airway lumen/wall
quantification.

Considering the impact that such quantitative studies on airway reactivity
and bronchus wall remodeling may have on the healthcare policy, new questions
arised regarding the effectiveness of the cross-section assessment procedures, and
new methodological trends appeared to tackle them. These issues will be discussed
later in this paper.

5.3. Patient-specific model synthesis for data exchange
and functional investigation

Data exchange, virtual surgery, high-speed rendering, numerical functional
simulation, are some of the applications which require the elaboration of patient-
specific models combining both low bitrate coding and high representation accuracy.
Mesh surface modeling offers such desired attributes together with interaction
facilities with the object surface.

5.3.1. 3D mesh modeling of the tracheobronchial tree

Generating an accurate surface mesh of the 3D binary data issued from the bronchial
tree segmentation raises several difficulties related to the high branching complexity
and to the caliber variability of the airway structure. The existing algorithins
performing the extraction of an object 3D surface from volumetric data can be
grouped into the following categories: planar contour based methods, deformable
models, particle systems and Marching Cubes.

Planar contour based methods consist in generating on equally-spaced 2D planes
(usually the axial image plane) the set of intersection contours between the object
and the plane. Then, the 2D contours are spatially aligned in 3D and a triangulation
is performed between adjacent contours.’®”1%! Such methods are not adapted to
represent complex morphologies implying random subdivisions.
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102

The deformable models™= obey the following principle in building up an object

surface mesh. A specific mesh model is initialized inside the object then the model is
progressively deformed under elastic constraints, until the object surface is reached.
The main difficulty consists in adapting the topology of the initial model to the one

el% or dynamical adaptation,'® 1% together with

107,108

of the target object. Interactiv
the use of specific (cylindrical) models may improve the final mesh of the
airway tree. However, due to the high morphological variability of the (segmented)
bronchial tree, it is difficult to provide a generic deformable model for initialization.

The techniques using particle syvstems consist in spreading a set of particles
along the object surface according to a diffusion equation.!®:!'® When the
equilibrium is reached, the particles are connected by means of a Delauney
triangulation approach. The main inconvenient of these techniques is the
convergence slowness. Several methods have been proposed to speed up the
convergence' 1% while preserving the object topology. Another approaches to
be mentioned here are those relying on implicit surface sampling by means of point
insertion.* 1% They use the concept of restricted Delanmey triangulation which
guarantees the preservation of the surface geometry and topology. Paradoxically,
due to their accuracy in reproducing surface irregularities, such techniques are less
adapted to binary volumetric discrete data. The reason is that they will not interpret
the voxel 3D connectivity in the same manner as in 3D discrete geometry, namely,
they will not provide a tubular geometry from a row of 26-connected voxels as one
would expect.®®

Widely used in medical imaging®!” for its low computational cost, Marching
Cubes!®:119 is an approach conceived to extract isosurface meshes from 3D discrete
data. Its principle consists in subdividing the data volume in logical cubes of vertices
formed by adjacent voxels and classify each cube vertex as being inside/outside the
surface. Such classification is performed according to the vertex data value with
respect to a selected isovalue characterizing the object surface. The precise locations
of the intersections between the cubes edges and the isosurface are computed using
linear interpolation between the isovalue and the values of the adjacent vertices.
A look-up table describing all possible intersection configurations for a cube allows
to greatly increase the computational speed.

Applying Marching Cubes to extract the surface of the binary 3D segmented
airway tree reveals strong irregularities corresponding to the voxel contours, as
well as some discontinuities in the small caliber segments.®® In order to prevent
such effects, the commonly used approach consists in smoothing the binary data
by means of a Gaussian filtering prior to applying the Marching Cubes.!'” The
surface smoothness directly depends on the considered filter size. In the case of
segmented airways, a large filter size induces geometrical distortions (segment
shortening, dimmeter increasing and branch discontinuities) at the level of small
caliber segments, while a small filter size preserves the surface irregularities for large
caliber bronchi. In addition, data smoothing also requires a tune-up of the isovalue
parameter in order to preserve the original caliber of the bronchi in the reconstructed
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mesh. The smoothing kernel and the isovalue should thus be adaptiveley selected
according to the bronchial caliber. Such an adaptive approach is developed in
Refs. 55 and 89 where, instead of changing the isovalue according to the bronchus
caliber (which might result in holes on the mesh surface), the smoothed data values
are shifted accordingly, while the isovalue is kept constant. The adaptation of the
kernel size and the shift value is based on a lock-up table built up according to the
bronchial segment indexation (¢f. Fig. 25). Figure 29 illustrates the results obtained
using the latter approach, showing smooth meshes and caliber preservation for small,
large and stenosed airways.

Surface mesh modeling of airways offers several facilities in clinical investigation.
First, it enables effective data compression for exchange or telemedecine purposes.
For example, an initial MDCT exam including 550 axial images reconstructed on
a T68 x T68 matrix requires 618 MB for storage. The binary volume including the
sepmented airway tree will request 35 MB, while the airway mesh model will only
need 9 MB.

Second, mesh modeling allows real time display and interaction using surface
rendering approaches,® for which hardware graphics accelerators are widely
developed. Global analysis or endoluminal investigation are performed in the same
way as using volume rendering techniques, cf. Secs. 5.1.1 and 5.2 (Fig. 30).

Third, such patient-specific models make it possible to simulate and analyze
the functional behavior of normal and pathologic airway morphologies via
computational fiuid dynamics techniques. Finally, surface models of the airway
lumen represent an essential morphological knowledge to be exploited in segmenting

Fig. 20, Adaptive mesh modeling of airway surface illustrated with shaded surface rendering:
(a) comparison between adaptive (bottom) and classic (top) Marching Cubes approaches showing
caliber preservation and surface smoothness, (b) surface mesh of an airway tree showing lumen
narrowing and occlusions.
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(b

Fig. 30. Surface rendering of airway mesh models (same patient as in Fig. 13): (a) Global
investigation with a zoom-in on a bronchus segment, (b) Virtual endoscopy (wireframe
superimposed on the shaded surface).

and quantifying the bronchial wall. The two latter aspects are developed in the
following sections.

5.3.2. Airflow simulation in proximal airways

Compnutational models of oscillatory laminar flow of air can be carried out in
image-based domains of the proximal part of human tracheobronchial trees, either
in normal conditions or in diseases. The facetisation associated with the 3D
segmentation of the tracheobronchial tree is improved to get a computation-adapted
surface triangulation, which leads to a volumic mesh composed of tetrahedra. The
tracheobronchial models are composed of the trachea and the proximal generations,
down to generation five, six, and sometimes seven, according to the image quality
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and the airway bore. A given bronchus, indeed, generates two, sometimes three,
branches of unequal size (asymmetric branching).

The surface meshes must match strong requirements related both to the
accuracy of the surface approximation and to the element shape and size quality
for the computations. In a first step, redundant elements are removed but the
accuracy of the geometric approximation of the underlying surface is preserved.
The simplification procedure is based on the Hausdorff distance. The required
smoothing is based on a bi-laplacian operator.’” Whereas the surface triangulation
is coarsened in the regions where the local curvatures are sufficiently large,
maintaining the main local curvatures, the mesh is enriched in sharp regions with
possible flow complex behaviour. Besides, the boundary conditions must be set
at cross sections sufficiently far from the exploration volume in order to avoid
pressure cross gradient and boundary-dependent flow disturbances, and to keep
both upstream and downstream 3D effects of the pipe geometry.!?! Finally, element
shapes and sizes must be controlled as they usually impact the accuracy of the
mumerical results. Therefore, an anisotropic geometric metric map based on the
local principal directions and radii of curvatures is constructed in the tangent
planes related to the mesh vertices. This metric map prescribes element sizes

proportional to the local curvature of the surface.!??

The conforming surface
triangulation must be topologically accurate to generate a volumic tetrahedral
mesh.

The air inhaled and exhaled during quiet breathing is supposed to be
homogeneous, incompressible (according to the values of the Mach and Helmholtz
numbers) and Newtonian. The inhaled air is heated, being at the body
temperature. Moreover, it is saturated with water vapor. Consequently, the physical
properties of the air in the respiratory tract are the following: the air density
p = 19.04107%kg.m ™", the dynamic viscosity g = 1.068PI, and the kinematic
viscosity ¥ = 17.8107%m?.5~!. The governing equations of an airway flow are
derived from the mass and momentium conservations, the so-called Navier—Stokes
equations. The values of the peak tracheal Revnolds numbers based on the peak
cross-sectional average velocity and on the tracheal radius at the end cross section
ranges from 700 to 900. The Stokes munbers based on the radius at the cross section
of the tracheal end varies between four and five.

The bhoundary of the fluid domain is partitioned into a surface set: the cross
section of the tracheal end, at which a Dirichlet boundary condition is applied,
the cross sections of the bronchial ends, over which normal constraint is equal to
zero, and the airway wall, which is assumed to be rigid during quiet breathing. The
wall of the explored bronchus generations are reinforced by cartilaginous (complete
or not) rings, which are assumed to be not flexible during rest ventilation. The
classical no-slip condition is then applied to the airway wall. A time-dependent
uniform injection velocity is prescribed at the inlet which can be associated with a
sharp constriction in order to mimic the laryngeal lumen narrowing. It provides a
zero-mean sinusoidal fow.
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The Navier—Stokes equations associated with the classical boundary conditions
and different values of the flow dimensionless parameters are solved using the finite
element method. The computational method is suitable to unsteady flow. The
finite element type is P1-P1 bubble element.'® The pressure is defined at the four
vertices of the tetrahedron and the velocity at both the vertices and the harycenter.
The order of the method in the L? norm is O(&?) for the velocity and O(€) for
the pressure, € being the characteristic size of the tetrahedron. The convective
term is approximated by the method of characteristics.'> The solution is obtained
via a generalized Uzawa-preconditioned-conjugate gradient method.’*® The initial
condition is given by a Stokes problem with the same boundary condition as the
unsteady one (period of 1s).

After investigating the cycle reproducibility and mesh size effects on the
numerical results, the flow distribution among the set of bronchi (the parameter
of interest for the physician) is computed during the respiratory cycle. The flow
distribution can be calculated for the five lobes of the two lungs. Six phases have
been selected to depict the mumerical results: mid acceleration phase, peak, and mid
deceleration phase of inspiration and expiration.

The relative low contribution is given at the selected phases of the respiratory
cycle (Table 1). However, the flow distribution is estimated, rather than properly
quantified, due to the crude boundary conditions used in the present nmumerical
simulations, since the impedance of the small bronchi is unknown.

Moreover, the heterogeneous deformation of the hings, which is usually assumed
to be caused by gravity and interactions between the lungs and the chest wall,
has not been taken into account, due to unknowns. The regional distribution of
prestresses is, indeed, determined not only by the hydrostatic pressure in the pleural
space but also by the shape of the lung with respect to the thoracic cage. Under
normal conditions, the lung weight is only a minor determinant of the topographic
distribution of parenchymal stress and strain. Helpful qualitative data are provided
rather than accurate quantitative results in the context of multimodeling, from
image acquisition to numerical simulations.

Table 1. Between-lobe flow distribution in the lung lobes of a normal trachecbronchial tree (R
right, L: left, U: upper, M: middle, I: inferior) at selected phases of the respiratory cycle (MAI: mid
acceleration phase of inspiration, PI: peak inspiration, MDI: mid deceleration phase of inspiration,
MAE: mid acceleration phase of expiration, PE: peak expiration, MDE: mid deceleration phase
of expiration, gg: flow in the right part of the tracheobronchial tree, g;: tracheal flow rate).

Phase ‘:—i 2—? RUL RML RIL LUL LIL
MAI 40 60 15 8 37 16 24
IP 39 61 13 8 39 15 24
MDI 40 60 14 5 37 16 24
MAE 36 G4 13 9 37 15 21
EP 34 66 19 9 39 13 20
MDE 31 69 i 10 42 11 20
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5.3.3. New trends in airway wall quantification: a volumetric approach

As mentioned in Sec. 5.2.4, non-invasive airway wall quantification based on MDCT
imaging plays a key role in evaluating the efficiency of a treatment prescribed to
reverse the airway remodeling induced by asthma or COPD. The discussed cross-
section quantification methodologies allow detecting clinically significant variations
of lnmen diameter and wall thickness between successive CT acquisitions prior and
after medication,'?% provided a set of conditions is met:

e First, the follow-up MDCT acquisitions have to be performed at the same
inspiratory volume to avoid differences in wall thickness due to different bronchus
elongations. Note however that, despite using pnewmotachographycally-controlled
acquisitions, the total lung capacity of a patient may vary after medication (due
to the overall effect of the treatment on the inflammatory condition) and so does
the length of the bronchi. Remains to determine how this variation will affect the
quantification result.

e Second, to be relevant, cross-section analysis can be performed only in the
locations outside of a subdivision zone (Fig. 31(a)). In addition, some cross-
section configurations of bronchus-vessel pairs should be avoided for a confident
quantification result (Fig. 31(b)).127 In this respect, a confidence index (CI) was
defined in Ref. 127 for accepting or rejecting a measure. Such CI condition
should be observed for a number of consecutive sections along the bronchus
axis.'?® Consequently, bronchus wall thickness variations within subdivision areas
or within zones of low CI cannot be monitored with cross-section quantification
techniques.

e Third, the quantification result is strongly conditioned by the correct estimation
of the airway axis. While sometimes the notion of central axis is locally
questionable, problems may occur even for unambiguous situations. For example,
irregular lumen walls may induce irregular airway axis which will result in

B Lumen
1 wWall

[ Subdivision
zone

(a) (b)

Fig. 31. Measure validation with cross-section quantification methods: (a) exclusion of the
bronchus subdivision zone, (b) acceptance/rejection based on the confidence index value.
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asymmetric and tilted sampling of wall regions, leading to wall cross-section area
overestimation.

In the highly challenging context of therapy follow-up, a novel auntomated
approach for volumetric quantification of the bronchial wall has been proposed
in.1%# Its objective was to increase the detection sensitivity with respect to the cross-
section techniques and to eliminate the dependency on the airway axis geometry.
The developed approach exploits the knowledge of the inner bronchus wall shape
provided by the airway mesh modeling described at the hegining of Sec. 5.3. This
knowledge is incorporated into a deformable mesh model in the form of initial
conditions, shape constraints, and orientation of the deformation. The algorithm
carries out the evolution of the mesh model relative to image data and shape
regularity constraints guaranteeing a fast and robust segmentation of the outer
bronchial wall.

The behavior of the model is governed by an adapted and discretized
formulation of a Lagrangian equation of a snake. The Newtonian law of motion
is applied at each vertex allowing it to move in a force field governed by internal
and external forces:

miR; +vi%; = Foor (Xi) + Fine (x3), (14)

where X; and %; are the acceleration and velocity of vertex i, m; the mass, 4; a
damping factor, Fj,; the internal forces and F. ; the external forces. In pratice, m;
is set to 0 in order to constrain the deformation process to be constant. Equation (14)
is integrated forward through time using an explicit first-order Euler method. This
method approximates the temporal derivatives with forward finite differences. It
updates the positions of the model vertex from time ¢t to t + Ay according to the
formula:

XA st 2L (g () + Fo (1)) (15)
i

The internal forces are intented to maintain the topology of the initial model.
F ¢ will be defined as a composition of three forces, Fi,, = Fy+F;+F)., atensile force
F; which spreads localized deformations along the whole surface, a regularization
force F, which locally smoothes the shape and an elastic force Fs which linearly
penalizes local wall thickness variations.

The internal tensile force acts to maintain a uniform spacing between model
vertices. The regularization term, F}, exploits the local normal curvature, computed
according to the differential geometry definition: F, = (-V(A4)/24), where A
denotes the local area around x;.'2Y This force brings back vertices to their local
tangent plane and minimizes surface curvature.

The elastic force is defined as the distance from the vertex x; to the inner wall
surface mesh, weighted by the mean distance computed over the vertices situated in

Leondes, Cornelius T.. Biomechanical Systems Technology (V1).

: World Scientific, . p 165

http://site.ebrary.com/id/10255686?ppg=165

Copyright © World Scientific. . All rights reserved.

May not be reproduced in any form without permission from the publisher,
except fair uses permitted under U.S. or applicable copyright law.



Technigues in CAD and their Application 157

a cross-section slab orthogonal to the bronchus axis and including x;: Fy enhances
Fin to prevent the propagation to penetrate within the contact zone between the
bronchus and the vessel. The shape of the external surface of the bronchus at the
level of vessel-bronchus contact zone is mainly constrained by the elastic component
to follow the inner wall contour shape.

The model deformation toward the outer surface of the bronchus wall is guided
by the external forces acting at each vertex x;, Fi.yy = Fj + Fy. They represent
the influence of the image on the embedded surface. The force Fy gunides the
surface toward the image high intensity values while the force Fv drives the
surface to regions of strong gradient. Both forces are normalized by the invariant
maximum gray-level value I. External forces are computed from the raw data by
transforming the discrete volumetric image I into a continuous scalar field using

0 and aims to inflate

tri-linear interpolation. The force F} acts as a balloon force
the model locally at high intensity regions.

As gray-level values decrease when approaching the outer surface of the
bronchial wall, F,. is strengthened hy a force which drives the surface along
the local gradient of the image. The gradient value is averaged over the local
neighborhood of x; improving the robustness against noise. The model is attracted
to strong contours of the wall guided by the force Fy, thus allowing to match
bronchus wall irregularities.

In the context of medical data, the resolution of the triangulated deformable
surface model must match the resolution of the volume image. The size of each
surface mesh element (e.g. each triangle) should be close to the voxel size of
the image volume. However, as a result of vertex displacement, the inter-vertices
distance will change, leading either to skip important image features in the case
of a too large distance, or to increase computational cost when too dense vertex
distributions occur. In order to maintain adequate surface mesh resolution and high
computational efficiency, the edge length is constrained during the deformation
process, according to £ < dg(u,v) < A, where dg(u,v) denotes the Euclidean
distance between two wu, v vertices, £ determines the global resolution of the surface,
and A the admissible length ratio between the longest and the shortest edges.
Edges not holding these constraints are removed or subdivided by methods used
in progressive meshing.'®! The vertex displacement step between two iterations, k,
as well as mesh density £, are set according to the highest CT data spatial resolution.
The deformable model is initialized with a coarse resolution and deformed toward
its energy minimum. Then the mesh is globally refined and the process is repeated.
The step and the density parameters are iteratively decreased in order to reach the
optimal mesh resolution at the convergence until all the mesh triangles have the
same dimension as image voxels. The finest image structures can subsequently
be detected and the costs of the first deformations are significantly reduced. Mesh
deformation may also lead to surface self-intersections, especially in the case of
bronchus subdivision. To prevent this problem, auto-collision is checked for each
vertex.!9?

Leondes, Cornelius T.. Biomechanical Systems Technology (V1).

: World Scientific, . p 166

http://site.ebrary.com/id/10255686?ppg=166

Copyright © World Scientific. . All rights reserved.

May not be reproduced in any form without permission from the publisher,
except fair uses permitted under U.S. or applicable copyright law.



158 C. I. Fetita et al.

Fig. 32. 3D segmentation applied on clinical data. Before (left) and after (right) treatment.

Figure 32 illustrates the 3D segmentation of the airway wall achieved for
a bronchus subdivision, before and after medication, by using the described
approach. The visual analysis of the result clearly indicates the enlargement
of the airway lumen and the wall thinning after the treatment. However, an
accurate quantification of the variations between these examinations will require
to accurately delimit the same bronchial extent in both cases.

6. Conclusion

In the context of the emerging paradigm in the medical community — “imaging
as a biomarker” — the role of medical imaging is progressively evolving from a
qualitative analysis toward quantitative assessment. Such an evolution is mainly
imposed by the needs expressed in the patient follow-up and in new therapy design
and evaluation in clinical trials.

This paper oriented its topics toward such a transition in the development
of computer-assisted diagnosis tools, within the framework of bronchial systems
analysis. The presented panorama covered multiple aspects, starting with simple
visualization techniques and progressively adding new facilities to end up with a
quantitative assessment. The contribution of each new developed data analysis
methodology was stressed with respect the CAD tools that it makes possible to
implement. The evolution of these clinical tools for bronchial systems investigation
was thus guided by the aspects related to 3D segmentation, axis-based description
and mesh surface modeling, for which both a general overview and specific
solutions were presented. Hot topic issues on functional modeling via computational
fluid dynamics simulation and on therapy assessment in asthma in clinical
trials were also addressed, and current solutions as well as new trends were
discussed.
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It is now possible to simulate flow in various organs in detail, due to the rapid advances
in computational technology. Our ultimate goal is to build a system that can assist
clinicians in diagnosis, treatment planning, and as patients differ in terms of anatomical
confizuration and disease condition, a wide variety of patient data must be accumulated,
not only for statistical analysis but also to improve the processing syvstem. While the
computer simulation of a phenomenon plays a key role in this success, it is still necessary
to elucidate the mechanism that elicits a phenomenon inside the patient’s body. This
paper gives brief descriptions of heart anatomy and physiology, reviews the past in vivo,
in vitro and numerical studies on the left ventricular flow and introduces the recent
attenpts on computational fluid modeling of the left ventricular flow and its clinical
applications. The studies demonstrate that computational modeling of intraventricular
flow has great potential to advance clinical diagnosis of the left ventricular function.

Keywords: Computational fluid dynamics; left ventricle; mitral valve; blood flow; color
M-mode Doppler echocardiogram.

1. Introduction

The great advances in computer technology during the past decade have enabled
us to analyze various biological and physiological phenomena that were previously
impossible to study numerically. One of the most successful applications is the
study of blood flow. This paper introduces the recent work on computational fluid
modeling of the left ventricular flow and its clinical applications. In this context, this
chapter briefly describes the anatomy and physiology of the heart in Sec. 2, explains
left ventricular diastolic function and its clinical assessment nsing echocardiography
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168 M. Nakamura et al.

in Sec. 3, and reviews the history of the study of blood flow in the heart in Sec. 4.
In Sec. 5, we describe our philosophy for performing computational biomechanics
from the perspective of its application to clinical diagnosis. Section 6 introduces two
case studies modeling left ventricular flow aimed at developing clinical applications.
Finally, we provide conclusions in Sec. 7.

2. Anatomy and Physiology of the Heart

The heart is a muscular organ enclosed in a fibrous sac located slightly to the left
of the middle of the thorax, underneath the sternum. It is slightly larger than a
human fist and weighs 250-350 g in adults. The heart must beat continuously over
person’s lifetime. Beating 80,000-100,000 times and pumping approximately 7,0001
a day, the heart will beat 2-3 billion times and pump 200-300 million liters of blood
over a T0-90 year life span. The wall of the heart is made of specialized muscle cells
capable of sustaining continuous beating without fatigue.

The anatomy of the heart is illustrated in Fig. 1. In mammals and birds, the
heart consists of four chambers: the upper chambers are called the left and right
atria and the lower chambers are the left and right ventricles. The atria collect blood
as it enters the heart. The ventricles pump blood out of the heart to the lungs or
other parts of the body. From the perspective of circulation, the heart is divided
into the right and left sides, which are separated by a septium. The right side of
the heart pumps blood to the lungs for gas exchange (the pulmonary circulation).
Then, oxygen-rich blood returns from the lungs to the left side of the heart, which
pumps it to the body (the systemic circulation). As the right ventricle needs to
pump blood only to the pulmonary circulation (15-20mm Hg), its wall is not very

Aorta

Superior vena cava Aortic valve

Left atrium
Sinoatrial node

Right atrium Mitral valve

Atrioventricular node Left ventricle

Tricuspid valve

Bundle of His

Inferior vena cava

Right ventricle Purkinje fibers

Fig. 1. Anatomy and conducting-system of the heart. The pulmonary artery and wvale are not
illustrated in this cross-section.
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Computational Approach to Left Ventricular Flow 169

thick (0.3-0.5 cm). It is more triangular in shape when viewed anteriorly and curves
over the left ventricle. In contrast, the left ventricle is nearly conical in shape. In
cross section, its cavity appears circular. The wall of the left ventricle is much more
muscular (1.3-1.5 cm thick) as it has to pump blood around the entire body, which
involves exerting a considerable force to overcome the high resistance at vascular
pressures (80-120mm Hg).

There are four valves in the heart (Fig. 2). Located between the atrium and
ventricle on each side are the atrioventricular (AV) valves, which allow blood to
How from the atrim to the ventricle. The right AV wvalve is called the tricuspid
valve, and the left is called the mitral valve (bicuspid valve). The mitral valve is
the only heart valve that has two cusps, as it must cope with much strain and
pressure. These AV wvalves are tethered to the wall of the ventricle by chordae
tendinae to prevent the valve from prolapsing into the atria when it closes. The
chordae tendinae are attached to papillary muscles that produce tension to hold
the valve. The papillary muscles and chordae tendinae are now considered to have
no effect on the opening and closing of the valves. The semilunar valves are present
between the arteries and the ventricles. They prevent blood from flowing back from
the arteries into the ventricles. The pulmonary valve is between the right ventricle
and the pulmonary artery, while the aortic valve is between the left ventricle and the
aorta. The aortic and pulmonary valves are similar anatomically, each consisting of
three symmetrical valve cusps. Opening and closing of the heart valves are cansed
entirely by the pressure gradient across the valves.

The contraction of the heart is triggered by depolarization in a small group
of conducting-system cells, the sinoatrial (SA) node, located in the right atrium
near the entrance of the superior vena cava (Fig. 1). The SA node is the normal
pacemaker for the entire heart and the heart rate is determined by the frequency
of depolarization of the SA node. The action potential generated in the SA node
spreads rapidly throughout the right atrinm first and then throughonut the left
atrium to induce the contraction of the two atria. The spread of the action
potential from the atria to the ventricles is via the conducting system called

pulmonary valve

aortic valve

anterior
left right

posterior tricuspid valve

Fig. 2. Anatomy of heart valves. The heart is locked down from the atrium side.

Leondes, Cornelius T.. Biomechanical Systems Technology (V1).

: World Scientific, . p 178

http://site.ebrary.com/id/10255686?ppg=178

Copyright © World Scientific. . All rights reserved.

May not be reproduced in any form without permission from the publisher,
except fair uses permitted under U.S. or applicable copyright law.



170 M. Nakamura et al.

the atrioventricular (AV) node, which is located at the base of the right atrium.
The propagation of the action potential through the AV node is relatively slow
(taking approximately 0.1 s}, allowing the atrial contraction to be completed before
ventricular contraction begins. After leaving the AV node, the action potential
enters the interventricular septum via conducting fibers called the bundle of
His. Within the interventricular septum, the bundle of His divides into left and
right branches, which leave the septum and enter the walls of the left and right
ventricles, respectively. The branches are in turn connected to Purkinje fibers, which
rapidly distribute the action potential throughout the ventricles. Depolarization and
contraction of the ventricles begin slightly earlier in the apex of the ventricle and
spread upward to squeeze blood into the arteries.

The electrocardiogram (ECG) is a device that records these electrical activities
of the heart. Figure 3 illustrates a typical normal ECG. The first deflection is
called the P wave and it is the electrical signature of atrial contraction. The second
deflection, the PQR complex, which occurs approximately 1.5 s later, corresponds to
the current that causes ventricular contraction. The final deflection is the T wave,
the result of ventricular repolarization. Atrial repolarization is usually not evident
on the ECG because it occurs at the same time as the QRS complex, which is much
larger.

The orderly process of the electrical events in the heart triggers a recurring cycle
of atrial and ventricular contraction and relaxation (Fig. 4). The cycle is divided into
two major phases: the period of ventricular relaxation and blood filling or diastole,
which is followed by the period of ventricular contraction and blood ejection, or
systole. The explanation of the cycle begins with the end of systole. After the
ventricles finish ejection, they begin to relax, and the aortic and pulmonary valves
close. At this time, all valves are closed, allowing no blood to enter or leave the
ventricles. This period is called isovohumetric relaxation. During the isovolumetric
relaxation, the blood pressure in the ventricles decreases. When the blood pressure
in the ventricles falls below that in the atria, the AV valves open and blood flows
into the ventricles to fill them. This phase is called early diastole or the ventricular
filling phase. Normally, approximately 80% of ventricular filling takes place during
this phase. Near the end of diastole, the atrium depolarizes on excitation of the SA

R

] /\

Q

S

Fiz. 3. Typical electrocardiogram. P, atrial depolarization; QRS, ventricular depolarization; T,
ventricular repolarization.
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Fiz. 4. Summary of events in the heart during a cardiac cycle.

node and atrial contraction occurs to give rise to additional filling of the ventricles.
The propagation of the action potential from the AV node induces ventricular
contraction. This rapidly elevates the blood pressure in the ventricles, which closes
the AV valves. Since the semilunar valves are still closed and there has been no
change in volume, this phase is referred to as the isovolumetric contraction. Once
the blood pressure in the ventricles exceeds that in the arteries, the semilunar valves
open and ventricular ejection occurs. Systole ends when the ventricular pressure falls
below the arterial pressure.

3. Left Ventricular Diastolic Function and its Clinical Assessment
Using Color M-mode Doppler Echocardiography

Cardiac disorders are the leading cause of death worldwide. The ability of the heart
to distribute blood to the periphery of the vascular system is often evaluated from
the perspective of the contractility of the left ventricle. However, it has been pointed
out that diastolic function of the left ventricle, defined as the function of drawing
blood from the left atrium at a normal intraventricular pressure, is also a key
determinant of cardiac pump function.!:? For example, impaired expansibility of the
left ventricle due to dilated cardiomyopathy leads to a reduction of blood storage
in the left ventricle during diastole, resulting in deterioration of cardiac function.”
In fact, it is reported that one-third of patients with cardiac dystunctions have only
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diastolic dysfunction of the heart, while their systolic function is normal. Therefore,
it is necessary to assess left ventricular diastolic function in clinical practice.

A number of diagnostic techniques, both invasive and noninvasive, are currently
in use to detect abnormal cardiac function. While some successes have been achieved
in detecting abnormalities in patients with advanced disease, relatively poor results
have been obtained in patients with early disease. Therefore, there is impetus to
develop a new method to assess ventricle function with sufficient sensitivity to detect
latent cardiac disease.

Pulsed Doppler echocardiography has been widely used clinically to assess the
diastolic function of the human left ventricle, as it is a convenient, noninvasive
method. Cardiologists have attempted to evaluate the diastolic function of the
left ventricle based on the ratio of the magnitudes of the E and A waves of the
transmitral flow velocity profile recorded using this method (Fig. 5).%~® However,
limitations of this method have also been pointed out;” for example, the transmitral
velocity is readily affected by the heart rate!® and preload.'! Moreover, it can show
a normal pattern in some pathological cases in which the atrioventricular pressure
gradient increases; this is called psendonormalization.!®

Color M-mode Doppler (CMD) echocardiography was proposed as a new
method that overcomes the drawbacks of pulsed Doppler echocardiography. This
method measures the distribution of blood velocity along the wave direction of an
ultrasound beam transmitted from a probe as a function of time, and presents the
measured velocity distribution as a spatiotemporal map in which the magnitude
of the blood velocity is expressed by the color and brightness (Fig. 6). Using this
method, Jacobs et al.'® recorded the velocity distribution of ventricular filling flow
along the long axis of the left ventricle, from the ventricular apex to the center of the
mitral orifice, and measured the times at which the peak velocity of the filling Jow
appeared at different levels from the mitral valve to the apex. The results showed
that propagation of the peak velocity of the ventricular filling flow was delayed in

o TP . o

Fig. 5. Transmitral flow wave: E-wave and A-wave.
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aliasing area

Fig. 6. Color M-mode Doppler echocardiogram. Normal (left) and diastolic dysfunction (right).

the left ventricle with dilated cardiomyopathy. The validity of using the propagation
rate of the peak velocity of the ventricular filling low as an indicator of the diastolic
function was confirmed by comparing it with invasively measured parameters, such
as a time constant of the pressure decay of the left ventricle during isovolumetric
relaxation.'® Subsequently, CMD echocardiography has attracted the attention of
cardiologists as a new method to evaluate diastolic function of the left ventricle.
The flow propagation velocity is a quantitative index describing the topology
of a CMD echocardiogram of the flow in the left ventricle. Currently, five different
approaches are used to quantify the topology of a CMD echocardiogram.'® Since
De Mey et al.'® recapitulated these algorithms with clear schematic representations
of CMD echocardiographic images, we provide brief descriptions here. Brun et al'*
was the first to introduce the concept of How propagation velocity. They defined it
as the slope of the line drawn at the black-to-color boundary of a straight upward
column of the early filling wave, called Phase I1.1° However, as the black-to-color

E.M

boundary, as defined by Brun et a is not always clear, Duval-Moulin et al.'”

I 18,19

and Garcia et a modified this method by changing the aliasing limit of the

velocity and creating clearly visible iso-velocity contours. The flow propagation
velocity is then calculated by taking a slope of its leading edge. Stugaard et al.?%2!
measured the occurrence of the maximum velocities at several positions on the long-
axis of the ventricle during diastole. The flow propagation velocity is calculated
as the ratio of the spatial distance between the tips of the mitral leaflet and
the middle of the long axis to the time difference between the occurrence of the

maximum velocity at those locations. Thomas et al.?? used eigenvector analysis
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of the CMD echocardiographic image to determine the How propagation velocity.
In their algorithm, a selected region of the iso-velocity contour of the ventricular
filling flow in the M-mode image is approximated as an ellipse. The flow propagation
velocity is then obtained from the angle of rotation of the long axis of the ellipse.
In the method proposed by Takatsuji et al.?* the aliasing limit of the color Doppler
signals is changed to T0% of the spatiotemporal maximum velocity during diastole to
create a blue aliasing area within the red area in the CMD echocardiogram. Then,
the flow propagation velocity is caleulated as the slope of a line connecting the
point of the spatiotemporal maximum velocity to the point nearest the ventricular
apex on the aliasing boundary. In addition to the propagation velocity, the traveling
distance of the maximum velocity point, estimated as the distance from the mitral
valve opening point to the center of the aliasing area, has also been proposed as an
index of left ventricular diastolic function.??

Clinically, the diastolic function of the left ventricle is evaluated using the flow
propagation velocity. Due to the complexity in the pattern of blood flow in the left
ventricle, however, it is difficult to grasp the pattern of intraventricular flow as a
whole and the wall motions of the left ventricle only from a CMD echocardiogram,
which provides information only along its scan line. Therefore, the theoretical bases
of the relationship between the topology of a CMD echocardiogram and the diastolic
function of the left ventricle are not well understood. In order to advance the
diagnosis of the diastolic function of the left ventricle using CMD echocardiography,
it is necessary to analvze the relationship between intraventricular low and the wall
motion of the left ventricle during diastole, and to clarify how this relationship is
reflected in the topology of & CMD echocardiogram.

4. Fluid Mechanics of Intraventricular Blood Flow

Blood flow within the left ventricle exhibits a complex structure that quickly
changes in a three-dimensional spatial domain as a function of time with movement
of the ventricular wall. To date, numerons approaches have been used to gain
finid mechanical insights into the full three-dimensional, temporal variation in the
blood velocity within the ventricle over the cardiac cycle. However, none of them
successfully reproduce the complete flow because of the highly complex nature of
intraventricular flow.

25

To our knowledge, Bellhouse and Bellhouse= made the first in vitro model of
the left ventricular How in 1969. They used a transparent diaphragm to fabricate a
left ventricle model and hypothesized that the ventricular vortex generated during
diastole was a erucial factor for closure of the mitral valve. Later, Bellhouse®®
examined the flow field in an enlarged left ventricle and reported that enlargement
of the left ventricle eliminated the vortex and resulted in a delay in mitral valve
closure. However, since ventricular contraction was not started before the flow had
come to a standstill, the strong deceleration in mitral flow that is now considered
to be the mechanism of valve closure was missed.?” Flow visualization studies
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in mock left ventricles have shown that a vortex, which sometimes has a ring
structure, is a key feature of intraventricular diastolic flow. Studies have revealed
that the vortex deforms rapidly, depending on the ventricular size?® and the radius
of the mitral orifice.”® While past studies relied on video systems to visualize
flow, recently introduced particle image velocimetry (PIV) enables a more precise
analysis of the flow, particularly in eddies and turbulence downstream from artificial
valves. 3991

Flow has also been measured in wivo using Doppler ultrasound and magnetic
resonance imaging (MRI). Although Doppler ultrasound cannot measure more
than one component of velocity and requires translation and rotation of the
ultrasound transducer, the development of dynamic three-dimensional Doppler
echocardiography has enabled the visualization of blood flow in three dimensions.
Unfortunately, the resolution is low, which remains a problem.*?3 MRI produces
clear pictures of flow patterns in terms of spatial resolution, although it has
limited temporal resolution. MRI studies®* % have confirmed the formation of
the ventricular diastolic vortex predicted by in vitro studies. An attempt was also
made to reconstruct the pressure field from the obtained wvelocity field within the
ventricle.?”

Computational fluid dynamics (CFD) have also been used to investigate
38—=45 T the past, researchers have focused mainly on aspects
of systolic function that are linked directly to the function of pumping blood.
1.*% investigated the spatial distribution of intraventricular pressure
during systole using an axisymmetric model of the left ventricle, assuming a
potential Aow. Later, Schoephoerster et al.*” proved the importance of the viscons
effects of blood, casting doubt on the use of potential How models to study left
ventricular fluid dynamics. They also constructed a human heart model based
on successive cine-angiographic images to describe an asymmetric flow pattern.
In 1994, they simulated the systolic flow dynamics in a left ventricle with
abnormal wall motions,*® which was later extended to a three-dimensional flow
simulation.*® Yoganathan et al.°” modeled the left ventricle as a thin-walled cavity
with contracting fibers, and studied systolic ejection using the immersed boundary

intraventricular How.

Georgiadis et a

method.?*=4? Taylor et al.®! adopted a finite volume method to solve a full set
of Navier—Stokes equations, and carried out a computer simulation of blood flow
ejected from an axisymmetric model of the left ventricle. They modified the left
ventricle model by constructing an anatomically realistic model of the left ventricle
from a resin-molded canine heart and studied the three-dimensional structure of
blood flow during a ventricular contraction.”?® Using the same geometric model of
the left ventricle, they extended their study to examine the effect of partial cardiac
infarction on intraventricular systolic flow.”* In contrast, relatively few attempts
have been made to model flow in the left ventricle during diastole numerically,
although there have been a few recent attempts. Lemmon et al”®"% studied the
change in the intraventricular flow field and pressure due to deterioration in left
ventricular diastolic function. Saber et al.*>7 constructed an anatomically realistic
model of a human left ventricle using MRI and simulated the flow evolution during
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a cardiac cycle. Baccani et al®® simulated the diastolic flow in a left ventricle
with dilated cardiomvopathy. The results were presented in an M-mode style to
allow physical interpretation of the pattern detected in clinical measurements. They
also examined the influence of mitral valve opening on the ventricular filling flow,
focusing on the traveling speed of the vortices.”” Domenichini et al." introduced a
direct numerical simulation to clarify the vortex structure within in the ventricle.
They examined the process of vortex development in early diastole, although the
results seem to be limited by the assumption of a quiescent flow at the onset
of diastole. Although these studies have provided finid mechanics insight into
intraventricular flow dynamics, there has been little discussion on how the simulated
flow is captured with current medical devices, such as Doppler echocardiography,
and observed by clinicians. Consequently, despite computational studies providing
a large amount of information to elucidate physiological phenomena, they are not
helpful for clinicians and therefore have not contributed very mich to advances in
clinical diagnosis.

5. Advancing Clinical Diagnosis Using Computational Biomechanics

Measurement is the first step in clinical diagnosis. Based on information obtained
from measurements, a medical doctor analyzes the phenomena occurring in a patient
to grasp his/her physical condition to make a diagnosis. Until now, engineering
resources have mainly been poured into developing measurement devices and
technologies. This has increased the amount of information available for diagnosis,
and consequently the accuracy of clinical diagnosis has improved markedly.

Now, medical doctors are required to analyze more complex physiological
phenomena. Accordingly, they require more detailed and sophisticated information
from the measurements, and tend to rely on the development of measurement
technologies. Engineers have tackled such problems by modifying and inventing
measurement devices to increase the amount of information available for diagnosis.
In fact, the evolution of measurement devices has contributed to the advancement of
clinical diagnosis; for example, it has made it possible to grasp complex phenomena
that could not be previously captured. However, with this evolution, medical devices
have become much larger and more complex, which has led to social issues, such
as the growth of medical expenses and the reduction in the number of medical
institutions in which a patient can receive a specific tvpe of medical care. In addition,
when the phenomenon to be diagnosed becomes more complicated, it is difficult
for a medical doctor to construct a picture of the phenomenon based solely on
information obtained by measurement. Therefore, we have to be aware of the limits
and effectiveness of advances in diagnosis that depend solely on the development of
measurements.

Currently, medical doctors analyze the information obtained from mea-
surements based on experience and knowledge. By utilizing the power of
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computational biomechanics to analyze phenomena, we expect advances in the
analysis of information. While the computer simulation of a phenomenon plays
a key role in this success, in order to advance clinical diagnosis, it is still necessary
to elucidate the mechanism that elicits a phenomenon occurring inside the patient’s
body. It is also important to understand how that phenomenon is seen or captured
using measurement devices. By meeting these requirements, it should be possible to
analyze complex phenomena from information obtained by measurement, thereby
advancing clinical diagnosis.

The success in simulating a phenomenon using computational biomechanics
demonstrates the potential to advance medical measuring devices. In the process
of making a measurement, because of the limited resolution of measuring devices,
some information, which is sometimes essential to grasp the physical condition of
the patient, cannot be obtained. However, if a physiological phenomenon occurring
inside the patient’s body can be reproduced on a computer screen using computer
simulation, it is possible to perform complementary procedures to determine the
missing information. The combined use of computer simulations with measuring
devices will upgrade low-technology medical devices so that they are equivalent to
high-technology medical devices in terms of the quality of information.

By using computational biomechanics in conjunction with measurement, it
should be possible to break out of the current situation in which the collection
of information is dependent solely on advances in measurement technology, and
to establish new diagnosis systems that place the emphasis on the analysis of a
phenomenon.

6. Toward Clinically Applying the Computational Modeling
of Intraventricular Flow

The computational modeling of intraventricular flow has great potential to advance
clinical diagnosis. In Sec. 6.1, we briefly summarize computational modeling of
left ventricular flow dynamics, with the intent to advance the clinical diagnosis
of diastolic function in the left ventricle. In the next two sections, we introduce
two case studies involving the clinical application of the computational modeling
of intraventricular flow. In Sec. 6.2, we discuss how a change in left ventricular
diastolic function is reflected in the blood flow in the left ventricle, the pattern of the
CMD echocardiogram, and Doppler-derived clinical indices from a fluid mechanics
perspective. In Sec. 6.3, we discuss the influence of the opening mode of the mitral
valve orifice on intraventricular flow, focusing on the intraventricular vortex.

6.1. Modeling left veniricular flow
6.1.1. Modeling the left ventricle

The geometry of the left ventricular cavity at the end of diastole was defined
using medical images so that it approximated the general anatomy of a human
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Fiz. 7. The geometry of the left ventricle model at its maximum expansion that was constructed
based on the anatomical data. AV: aortic valve orifice, MV mitral valve crifice, AW: anterior wall,
PW: posterior wall. From Nakamura et al.®! Reproduced by permission.

left ventricle. The ventricular volume was set to 120 cm?® for a normal left ventricle
and 180 cm? for an enlarged left ventricle, which represents dilated cardiomyopathy.
The geometry of the normal left ventricle model in this design is shown in Fig. 7.
For simplicity, the left ventricle was assumed to be symmetric with respect to the
plane bisecting the mitral and aortic valves. We regarded the left ventricle as a
U-shaped tube with the mitral valve at one end and the aortic valve at the other.
We defined U as the cross section of the left ventricle obtained by cutting it with a
plane radiating from the line of intersection of the planes containing the two valve
orifices. In designing the fully expanded left ventricle model, all T cross sections were
assumed to be elliptical.®* A global Cartesian coordinate system, with coordinates
(z,y, z), was defined at the origin, O, which was located at the point where the two
planes containing the mitral and aortic orifices intersected the symmetric plane of
the left ventricle. The z-axis lies along the intersection of the plane containing the
mitral orifice and the symmetric plane, and the y-axis lies along the intersection of
the two planes containing the mitral and aortic orifices.

It is generally thought that deformation of the left wentricle is caused by
spontaneous relaxation and contraction of myocardium. Clinical data on the
magnitude of intraventricular blood pressure suggest that the blood pressure during
diastole is not high enough to significantly deform the left ventricular wall.5?
Thus, we asswned that the movement of the ventricular wall was not affected by
intraventricular low dynamics. In addition, twisting and untwisting were neglected
since their effects on intraventricular flow are relatively small.®

For modeling of the ventricular wall motion, we assumed that a point on the
wall moves in the direction of a line connecting the point to the centroid of cross
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section V. The velocity of the ventricular wall at the apex was determined to satisfy

f/ t)W(x,y,z)e -ndS, (1)

where V/(t)(= dV (t)/dt) is the time derivative of V(t), v,(t) is the velocity of the
ventricular apex, W (z, y, z) is a weighting function of the moving velocity of the
wall, n is a unit vector normal to the ventricular surface, and e is a unit vector
parallel to the direction of wall movement. For the derivation of this equation, refer
to Nakamura et al.51:54 If V'(t) and W(z, y, 2) are provided, v4(t) is calculated
from Eq. (1) . Then, the velocity at any point on the wall is simply obtained from
vo(t) and the weighting function Wz, y, z). In this study, the weighting function
Wiz, y, z) was set such that the wall at the base including the two valve orifices
did not move, while the velocity of the wall increased going toward the apex.

6.1.2. Modeling the mitral and aortic valve orifices

The gradual opening of the mitral valve orifice is important for the formation of
an intraventricular vortex.” Therefore, the mitral valve was modeled as a planar,
circular object with a core allowing blood to flow into the left ventricle. Hereafter,
the core is referred to as the mitral valve orifice. Four different opening mode types
of the mitral valve orifice were modeled: axisymmetric, anteroposterior, bilateral
opening, and instantaneous, as illustrated in Fig. 8. The temporal change in the
size of the orifice was kept the same for all modes and expressed as a function of
the rate of volume change of the left ventricle.

6.1.3. Analysis of blood flow

Blood was treated as an incompressible Newtonian fluid with a density of p = 1.05 x
10°kg/m® and a viscosity of v = 3.5 x 1077 Pa-s. Computations were performed
using the CFD program ANSYS ver. 7.1 (Cybernet, Tokyo, Japan), which adopts

opening
direction

|
Fig. 8. Schematic drawings of the modes of valve opening as seen from the top of the left ventricle:

(a) instantanecus opening, (b) axisymmetric opening, (c) anteroposterior opening (parallel to the
z-axis) and (d) bilateral opening (parallel to the y-axis).

closed opened

(d)
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a finite element method to solve the laminar flow model described by the Navier—
Stokes and continuity equations:
ou 1 2
—+(U-V)U=--VP+1V-U 2
5 " ( ) ; + v (2)
(V-U) =0, (3)

where U is the three-dimensional velocity vector and P is the pressure. As boundary
conditions, zero pressure and zero velocity were given to the opened and closed parts
of the valve, respectively, and the velocity of the wall was applied to the ventricular
wall based on a non-slip condition.

6.2. Analysis of left ventricular diastolic flow and its relation
to the pattern of a CMD echocardiogram

To understand the intraventricular flow during diastole and to elucidate
the mechanism linking the left ventricular diastolic function with the CMD
echocardiogram and its derived indices, blood flow in the left ventricle was analyzed
mumerically. The volume change during diastole was determined from clinical data.
The times from the beginning of diastole (t = 0) to the peak dV/dt and to the
end of diastole were set to 0.12s and 0.24 s, respectively. The maximum of dV/dt in
diastole was set so that a net change in the volume within the framework of early
diastole, equivalent to the left ventricular diastolic function, was 20-T0cm® with an
interval of 5 cm.® The volume change for the normal left ventricle with a net change
of 60 cm® is shown in Fig. 9. The axisymmetric opening mode was chosen for the
mitral valve as it produced a flow pattern similar to the one observed in vivo."®

€ acceleration >|€ deceleration >|
600 — T 71120

w
E 100
E 80 g
3 2
kel 60

0 0.06 0.12 0.18 0,220

time [s]

Fig. 9. Temporal change of the left ventricular volume V (dot-dashed) and its rate of the change
dV/dt (solid) during diastole. Diastole was divided into the acceleration phase and the deceleration
phase according to dV//dt. From Nakamura et al.’% Reproduced by permission.
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AV 2 MV

apei
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velocity m/s

(a) (b) (c) (d)

Fig. 10. Streamlines of blood flow for the left ventricle with a normal diastolic function. (A) t =
0.06s, (B)t=012s, (C)t =0.18s, (D) t = 0.24s. MV mitral valve, AV: aortic valve, AW: anterior
wall, PW: posterior wall. From Nakamura ef al.”® Reproduced by permission.

The simulation results showed the formation of an annular vortex under the
aortic valve that was asymmetrically enlarged regardless of diastolic function.
Figure 10 shows the flow patterns in the left ventricle with a net volume change of
60 cm.® From the onset of diastole, blood fowed into the cavity through the mitral
valve orifice to fill the ventricular cavity. The main flow headed toward the apex,
while the other flows gradually diverged and headed toward the wall. Immediately
after the peak of early diastole (t = 0.12s), the fluid elements under the aortic
valve were induced to coil, forming a vortex. With further expansion, the vortex
not only grew in size, but also extended in a circumferential direction, developing
into an annular vortex that surrounded the blood inflow along the left ventricular
long axis, as shown in Fig. 11, where the annular vortex was observed from the top
of the ventricle. At the mid-late stage of early diastole (f = 0.18s), another small
vortex appeared in the space between the main flow heading straight toward the
apex and the posterior wall. At this time, two asymimetric vortices were seen in the
hisector plane. Toward the end of diastole, the annular vortex was amplified greatly.

0 0.9

o=

velocity m/s

Fig. 11. Development of the annular vortex in the left ventricle at £ = 0.18s during diastole,
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Fig. 12. Streamlines of blood flow for the left ventricle with a deteriorated diastolic function.
(A) t =0.06s, (B) t =0.12s, (C) t = 0.18s, (D) t = 0.24s. MV: mitral valve, AV: aortic valve,
AW: anterior wall, PW: posterior wall. From Nakamura et al.°® Reproduced by permission.

After the annular vortex was formed, the position of the fluid elements with a high
velocity (the maximum velocity point) shifted toward the apex along the long axis,
past the middle of the cavity.

The development of the vortex was retarded as the left ventricular diastolic
function deteriorated, as seen in Fig. 12. In this case, the annular vortex did not
grow much larger, compared to the one observed in the normal left ventricle. The
position of the maximum velocity point on the long axis did not shift toward the
apex as much.

The difference in left ventricular diastolic function was clearly reflected in the
pattern of the CMD echocardiograms of the inflow velocity along the left ventricular
long axis, as illustrated in Fig. 13. Here, the horizontal and vertical axes show the

(@) (b) normalized velocity

e 10- 10- 1
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@
< 8- 8- 08
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Fig. 13. Color M-mode Doppler (CMD) echocardiogram of a ventricular filling flow along the
left ventricular long axis. The magnitude of the velocity is normalized by the spatiotemporal
maximum velocity. (a) volume change =60 em?. (b) volume change =40 cm?®. From Nakamura et
al.% Reproduced by permission.

Leondes, Cornelius T.. Biomechanical Systems Technology (V1).

: World Scientific, . p 191

http://site.ebrary.com/id/10255686?ppg=191

Copyright © World Scientific. . All rights reserved.

May not be reproduced in any form without permission from the publisher,
except fair uses permitted under U.S. or applicable copyright law.



Computational Approach to Left Ventricular Flow 183

time that as elapsed from the onset of the diastolic phase and the distance from
the entrance of the left ventricle, respectively. The magnitude of the velocity at
each point is expressed as a color according to the scale of the color bar shown
on the right-hand side. The area that appears in white in the middle of the
abscissa indicates the region where the velocity of fluid elements exceeded 80%
of the maximum wvelocity in the early diastolic phase and is called the aliasing area.
More quantitatively, the relationship between the left ventricular diastolic function
and the traveling distance of the maximum velocity point is plotted in Fig. 14. The
traveling distance of the maximum velocity point was evaluated as the distance from
the mitral valve orifice to the tip of the aliasing area in the CMD echocardiogram.*
Figure 15 plots the relationship between the left ventricular diastolic funetion and
the propagation velocity.”® The flow propagation velocity increased linearly as the
left ventricular diastolic function improved.

The fluidic mechanism required to bring about a change in the pattern of the
CMD echocardiogram in accordance with the left ventricular diastolic function
is controversial. Sugawara et al.°7 insisted that this was due to a difference in
the propagation of blood pressure in the ventricle. Kawano et al®* attributed
it to a difference in the magnitude of the pressure gradient. In fact, a pressure
gradient was formed from the base to the apex and the pressure propagated toward
the apex. However, it occurred before the peak of early diastole, whereas the
aliasing area elongated after the peak of early diastole. A detailed description of
the intraventricular flow provided an opportunity to discuss the fluid mechanics
factors that determine the shape of the aliasing area. At the beginning of diastole,
the blood inflow through the mitral orifice diverged and its velocity decreased as
it entered the main body of the left ventricle. This was due to the enlargement of
the flow channel from the mitral orifice. As the annular vortex developed around

[=2] [=2]
I

traveling distance of
maximum velocity point d [cm]
F=y

3]

0 I 1 ' A4 I 1 I 1 I 'l l
20 30 40 50 60 70

volume change AV [cm?]

Fig. 14. Relationship between the volume change of the left ventricle and traveling distance of
the maximum velocity point during diastole. From Nakamura, et al.%® Reproduced by permission.
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Fig. 15. Relationship between the volume change of the left ventricle and the propagation velocity
obtained on the basis of Takatsuji’s method.?? From Nakamura et al.%% Reproduced by permission.

the blood inflow along the left ventricular long axis, it narrowed the passage of the
blood inflow. Consequently, the fluid elements surrounded by the annular vortex
increased their velocities locally via the vena contracta effect, inducing the maximum
velocity point at the same depth as the center of the annular vortex. Furthermore,
since the center of the annular vortex moved toward the apex of the left ventricle
as the vortex grew in size and increased in intensity, the maximum flow velocity
propagated toward the apex. Therefore, the elongation of the aliasing area in the
CMD echocardiogram is associated with the growth of the annular vortex toward
the apex. Such an idea on the relationship between the intraventricular vortex and
the CMD echocardiogram was consistent with the conclusion obtained from the

58=T0 We confirmed that their interpretation could be

axisymmetric model studies.
extended to a non-axisymmetric model of the left ventricle where an asymmetric
vortex formed.

In general, the volume change during early diastole decreases as the left ventricular
diastolic function deteriorates. The data in Takatsuji et al.*® suggest that the volume
change of a left ventricle with low function during early diastole decreases hy
approximately 30% compared to one with normal diastolic function. If we assume that
the net volume change for the normal left ventricle during early diastole is 60 cm?,
the left ventricle with the deteriorated diastolic function has a volume of 42 cm?.
According to this simulation, the respective traveling distance of the maximum
velocity point and the flow propagation velocity for these cases are 4.8cm and
60.7 em/s for the normal left ventricle, and 2.5 cm and 39.8 cm/s for the deteriorated
left ventricle. In other words, these indices decrease by 50% and 33%, respectively,
in the deteriorated left ventricle. These results suggest that it is possible to detect a
change in left ventricular diastolic function based on the CMD echocardiogram.

Computational fluid dynamics of the intraventricular flow during early diastole
were used to investigate the relationship between left ventricular diastolic function
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and the pattern of the CMD echocardiogram. The findings suggest that a CMD
echocardiogram, which expresses the spatiotemporal distribution of velocity along
the long axis of the left ventricle, reflected the growth of an intraventricular anmilar
vortex toward the ventricular apex during diastole, and the clinical evaluation of
diastolic function of the left ventricle with this method indirectly captured the
development of the intraventricular vortex.

6.3. Influence of the mitral valve orifice opening mode
on intraventricular diastolic flow

The mitral valve plays an important role in regulating a flow direction in the
heart. If the valve is too damaged to permit repair, it must be replaced with an
artificial valve. A wide variety of the artificial valves have been devised.”® The
performance of an artificial mitral valve has been evaluated in terms of biology,

including thrombosis and hemolysis,”" and engineering, including noise,”™ energy

.76 and regurgitation.”” These parameters are mainly concerned with the

loss,
blood flow dynamics near the valve. In contrast, little attention has been paid to
the intraventricular flow dynamics downstream from the valve.

Here, we address the importance of the opening mode of the mitral valve orifice
for intraventricular blood flow, to investigate designs of the mitral valve opening
mode favored by fluid mechanics.™ Four different opening modes were examined:
gradually axisymmetric, gradually anteroposterior (anatomical), gradually bilateral
(anti-anatomical), or instantaneous opening and closing as already shown in Fig. 8.
In all of these models, the mitral valve orifice had the same shape when fully open.

The framework of the velocity profile of transmitral flow was built during
the phase of mitral valve opening, which was characterized by the mode of valve
opening, as seen in Fig. 16, which shows the velocity profile of the transmitral
flow immediately after the mitral valve has fully opened. After the mitral valve
opened completely, the transmitral velocity profile developed, while maintaining
its topological features created during the opening phase, as illustrated in Fig. 17,
which plots the transmitral flow at ¢+ = 0.35s just before the mitral valve started
to close toward the end of early diastole. These results suggest that the opening
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Fig. 16. Velocity profiles of the transmitral flow just after the valve has finished opening for cases
(b)—(d). From Nakamura et al.”® Reproduced by permission.
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Fiz. 17. Velocity profiles of the transmitral flow just before the valve started to close for cases
(b)-(d). From Nakamura et al.”™® Reproduced by permission.

(a) instantancues (b) axisymmetric (c) anteroposterior (d) bilateral

Fiz. 18. Flow patterns at the end of early diastole.

mode of the mitral valve influenced the transmitral velocity profile, not only during
opening, but also throughout diastole.

The difference in the transmitral velocity profiles gave rise to differences in the
intraventricular low dynamics. Instantaneous streamlines on the long axis plane of
the left ventricle at the end of diastole are plotted in Fig. 18 to gain overall insight
into the flow patterns. A remarkable difference was observed in the vortex structure,
in addition to the velocity field. Great variation persisted in the fow field between
the different opening modes, as depicted in Fig. 19.

It has been postulated that the vortex under the aortic valve helps redirect
blood preferentially toward the aorta without a loss of flow momentum, thereby
accommodating ventricular flow ejection.® Moreover, the vortex contributes to the
mixing of blood to prevent it from coagulating. Consequently, a larger vortex under
the aortic valve seems desirable in terms of cardiac function. This study showed
that in the axisymmetric and anteroposterior opening modes, the vortex under the
aortic valve was sufficiently large during diastole. Therefore, these opening modes
might favorably increase cardiac function. However, in the bilateral opening mode,
the vortex under the aortic valve was not as large and the flow was stagnant near
the apex, which could potentially lead to thrombus formation. The problem of
thrombogenesis is much greater in patients with mechanical heart valves, suggesting
that the bilateral opening mode is not a promising design. To confirm these
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(a) instantanoues (b) axisymmetric (c) anteroposterior (d) bilateral

Fig. 18. Flow patterns at the end of systole.
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Fig. 20. Logarithmic plot of the number of particles at the end of each cardiac cycle. Note that

the number of particles is normalized using the value in the first cardiac cycle. From Nakamura et
al.™ Reproduced by permission.

speculations, we performed particle tracking in the resulting flow field. Figure 20
plots the number of particles remaining at the end of systole in each cardiac cycle.
After the third cardiac cycle, there was a difference in the number of particles that
had not been ejected. The graph shows that the efficiency of ventricular ejection
was worst with instantaneous opening mode. In the bilateral opening mode, the
particles were not ejected as efficiently as in the anteroposterior and axisvmmetric
opening modes.

The results demonstrated that even if the shape of the valve orifice is the same
when it opens fully, the vortex pattern in the ventricle might change if the orifice
shape differs during the process of valve opening. Therefore, we suggest that the
opening mode of the valve orifice should also be emphasized in the design of artificial
valves.
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7. Conclusions

This chapter reviewed the basic anatomy and physiology of the heart and some
techniques used for the diagnosis of the left ventricular diastolic function using
Doppler echocardiography. This paper also reviewed in vitro, in vivo, and numerical
studies on the fluid mechanics regarding the hemodynamics in the heart.

Becanse of advances in measuring devices, it is now possible to obtain a huge
amount of data by measurement. However, for complex phenomena, it is difficult
to grasp what is occurring based solely on measured data. At the same time, the
evolution of measuring devices has led to larger medical systems and inflated medical
costs. We believe that these problems could be solved by introducing computational
analyses to measurements. Information obtained in computer simulations plays an
important role in analyvzing the data obtained from clinical measurements and
linking them to clinical diagnosis. The results shown in this paper demonstrate the
potential of supplying such missing information using computational fluid dynamics.
[t complements the measurement by CMND echocardiography and consequently helps
to reveal concealed phenomena. With aid of computational analysis, the diagnosis
of left ventricular diastolic function will be advanced even further.
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Computed Tomography (CT) imaging is playing an increasingly important role in the
biomedical sciences of today as clinicians and scientists begin to recognize its potential
in health care and research. Clinical CT facilitates the early diagnosis of diseases thus
allowing the selection of appropriate therapies which improves the patient’s overcome.
Pre-surgical imaging aids operation planning while real time scans assist complicated
high risk surgeries. One of the primary concerns in clinical CT procedures would be
the adverse radiation side eflects thus only low dosages are allowed. The resclution of
clinical imaging is insufficient for research, hence the micro CT set up has to be used. The
advent of micro CT imaging has ushered in the possibility of non destructive quantitative
analysis for trabeculae architectures, scaflolds, soft tissues and biclogical constructs. This
paper highlights the inherent potential and emerging biomedical applications of CT.

1. Introduction

Recently, non-destructive analysis is gaining popularity and one particular technique
which has witnessed tremendous development is the X-ray computed tomography
(CT). CT is a relatively new innovation and the surge of interest can be attributed
to various factors. First, it is a non-destructive evaluation method, hence fragile
and rare specimens can be studied. Priceless fossils,’ ancient Egyptian mummies®
and antique statues® were examined via CT imaging. CT is capable of providing
2D and 3D visualization of the specimen, furthermore regions of interest within the
sample can be digitally extracted out for close ups. This radiographic technique is
appealing because visualizations can be accompanied by quantitative assessments,
Moreover, CT results have been proven to be reliable and accurate by concurrent
destructive studies.®* The strategic potential of this radiographic technique has
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194 H. 5. Tuan and D. W. Hutmacher

attracted specialists from several sectors, especially so from the biomedical field.
The quality of imaging is largely determined by the resolution hence set ups
are classified according to this feature. Initially, scanners could only operate at
a resolution of 1mm.” Higher resolution imaging became possible with stronger
X-ray sources and precise instrumentations and some of these imagers found clinical
applications but clinical resclution is inadequate for research.® However with the
invention of the micro CT, high resolution imaging became feasible. In short,
computed tomography can be divided into two broad categories. They are clinical
CT (>100 gm) and micro CT (<100 pm).The following discussion will elaborate on
the two setups and their applications.

2. Basics of CT

The fundamental principle in CT is data acquisition by X-ray projection. The main
components of set up are the collimated X-ray source which is positioned on one
side of the specimen and a detector that is located on the other side (Fig. 1).
The collimated X-rays would penetrate through the exposed section of the sample
while the detector array would capture the emitted radiation. A reduction in X-ray
intensity occurs as energy is lost during the transit through the section. This energy
absorption is known as attenuation and it is influenced by the material properties
within the section.” Once the detector picks up the emitted X-rays, electronic
signals are transmitted to the computer. Each X-ray path would generate a line
integral® which would be used to calculate the attenuation coefficients encountered
along the path within the sample section. Each section is irradiated at various
angles and this creates a set of corresponding line integrals. This process is repeated
for every section, and a series digital slices comprising of line integrals represents
the specimen. Attenuation coefficients derived from the integrals are mapped onto
pixels and the pixel map is reflective of the densities and spatial distributions of
the materials within the section. An eventual integration of these 2D maps creates
a 3D digital model and this process is known as tomography.® The 3D element
associated with each pixel are known as voxel and each voxel bears a CT number
which corresponds to the appropriate attenuation coefficient. The CT number is
commonly expressed as grey values or Hounsfield units (HU).? For high resolution
imaging, thinner slices are scanned but this generates a greater amount of data
thus data storage and processing become a concern. This general data acquisition
principle is found in both the clinical and micro CT.

3. Radiation Dosage

One of the major concerns in clinical CT imaging is the detrimental effects of
X-rays. X-rays are ionizing and they can cause chromosomal aberrations thereby
resulting in genetic mutations and cancers.! 2 This is especially worrisome when
the dosage per CT scan is approximately 50 times that of a plain film radiography.'?
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Fig. 1. Schematic representation of the basic stages in CT.

Appropriate exposures are used as drastic reduction in radiation dosage would lead
to poor resolution and noise to signal ratios.'®® To manage the risks involved in
clinical CT, deterministic and stochastic studies are conducted. The deterministic
model assumes the occurrence of genetic mutation when a dose of 100mGy is
exceeded!! and this assumption is supported by the atomic survivor data.'®!7
Stochastic modeling associates a measure of risk to low level exposures which
are below the stipulated thresholds'! and Prokop’s population studies employ this
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model.'” It should be noted that considerations such as age, gender, lifestyle, organs
imaged and CT screening frequency are variables in risk assessments.!” For example,
Brenner et al. has shown a higher risk for lung CT screening (5.5% at 95% confidence
level) when compared to colon imaging.!® This danger is further aggravated if the
patient is a female, aged between 40 to 70 years.'%2°

Official guidelines are needed to address this radiation health concern. FDA
stipulates a limit of 0.05 Gy as an annmial individual radiation dosage and it allows for
15 head CT or five full body scans.'*?! Unnecessary referrals for CT are disconraged
and imaging is deemed only appropriate when the benefits offset the risks. In
addition, Siegel stressed that extra care has to be exercized with regards to the
pediatric population.® To allay radiation concerns, safety features are incorporated
into clinical CT set ups and they include pulsing X-ray emissions, noise reduction
filters,” automated dose adaptation®* and modulation systems.” 27

Radiation safety is a non-issue for micro CT scanners when inanimate objects
are imaged. This is especially so for high resolution imaging as long duration and
intensive exposures are selected.?®2% This approach is not suitable for in vivo micro
CT imaging. Survivability is critical as the animal’s condition has to be monitored
at different time points. Moreover the animal’s physiology must not be affected by
the radiation exposure. Van der Sloten and co workers encountered this problem
while working on Guinea pigs.® To avoid radionecrosis, the radiation dose was
reduced from 3 to 1.7 Gy. Radiation of 100-1000mGy was used by Kinney et al.
and Waarsing et al. in the study of in wivo rat bone architecture.?®*! Despite of the
excellent results, Waarsing et al. was anxious about the physiological alterations
induced by excessive radiation. Thus radiation optimization is necessary and this
is dependent on the choice of animal models. For example, in the investigation of
bone healing, a dosage of 15 Gy is permissible for rabbits but not for rats.®*% The
undesirable side effects of X-rays have to be minimized while achieving scans of
reasonable quality.

4. Contrast Reagents

Imaging contrast is as important as resolution because the region of interest on
the scan should be easily discerned from the remaining features. This is often the
problem when evaluating soft tissues as they attenuate X-rays poorly. Fortunately,
this limitation can be resolved with high radiodensity chemicals. The initial usage of
these agents can be traced back to the 18th century when doctors were attempting
to examine cadavars via soft X-rays imaging.®* Being highly attenuating, these
radiopaque substances enhance the contrast of the oceupied spaces. But one has to
be mindful that the blatant clinical use of such reagents is not permitted as there
are safety constraints. Concentration, osmolity, retention time and administered
volumes have to be closely monitored,® 38

Barium sulfate and iodinated compounds are clinically accepted contrast agents.
Barium sulfate is well characterized and there are established guidelines which
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govern its use in imaging ulcers, polyps and gastrointestinal tumors.''*¥ Iodinated
agents are more frequently used than barinm sulfate suspensions as they are
less viscous. Imaging applications wounld include urography and visualization of
vascular associated malignancies.??#"#! lodinate compounds have a biological half
life of 10-90min, after which it is excreted via the liver and kidneys.!* Despite of
mainstream clinical acceptance, there are risks associated with the use of contrast
agents. Bettmann has cautioned on the use of iodinate compounds as cases of
adverse reactions such as heart complications, brain damage and even death were
reported.®® Delayed side effects were also observed.*? Such occurrences may be rare
but unpredictable. Therefore indated compounds of appropriate osmolality and the
formulations are chosen® while special attention is given to children, diabetic and
asthmatic patients.??

Patient safety is not applicable in micro CT imaging but researchers have to
grapple with other technical constraints when it comes to the usage of contrast
agents. Guldberg and co-workers were dissatisfied with the nse of barium sulfate in
the study of vasculature growth.** They observed clumping and settling of barinm
sulfate which makes the perfusion of fine arterioles and veins difficult.** ** As a
result, barium sulfate was replaced by a better contrast agent known as Microfill
(Flow tech, Inc., Carver, Massachusetts). Microfill comprises of a homogeneous mix
of silicone rubber and lead chromate*® and it can be easily perfused into the fine
vasculature. Some heavy metallic compounds are also suitable contrast enhancers.
Examples include silver nitrate*” and osmium tetroxide*® which have been employed
in the fmaging of lung tissues. In the scanning of cartilage specimens, Wehmeyer
et al. employed gadolinium to correct for the lack of imaging contrast.* Higher
quality imaging with excellent contrast would facilitate evaluations and this is
desired by both researchers and clinicians.

5. Clinical CT

In 1979, Sir Godfrey N. Hounsfield and Allan M. Cormack received the Nobel Prize
in Medicine for their invention of the CT imager.?" The first documented use of this
technology was in head CT scans.” A larger set up which accommodates full body
scans was developed later.”""! Such an innovation stirred up much excitement in the
medical community as nmumerous clinical possibilities became apparent. The detailed
anatomic imaging capabilities of the CT make it a much sought after imaging
solution than plain film radiography. Soon a frenzy of research and development
was observed in clinical CT and applications ranging from diagnosis to surgery
were demonstrated.

5.1. Clinical CT equipment

The demand for non-invasive clinical imaging has accelerated the progress of CT
technology such that four generations of clinical scanners had evolved within six
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years since its invention.®? In the last three decades, Multidetector CT (MDCT),
electron beam tomography and spiral scans were introduced and they became
standard clinical imaging procedures.

Imaging is carried out in the first generation set up®? by translating a
single source-detector pair past the stationary patient as shown in Fig. 2(a). The
translation step would be followed by an angular rotation! and the scan time per
slice was approximately 5min.!! This primitive design was subsequently replaced
by the second generation imager (Fig. 2(b)) that uses a fan shaped X-ray beam
instead of a pencil beam.!! Data acquisition was facilitated by a series of detectors
thus shortening the imaging time to 30s per slice.!®® Capitalizing on the strengths

(a) 1st Generation

Rotation

Rotation
X-ray source X-ray source

Detector

Detector Translation

(c) 3rd Generation (d) 4th Generation

X-ray source

X-ray
source

Rotation

Patient

Detector array
Detector array

Fig. 2. Various models of clinical the CT scanner.
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of the improved scanner, engineers equipped third generation series (Fig. 2(c))
with a wider fan beam and a curvilinear detector array.”> This upgraded imager is
capable of 350 gm resolution at an imaging time of 1 s per slice, but ring artifacts are
encountered and to solve this problem, the fourth generation imager is introduced.
For this latest design, the X-ray source rotates within a circular detector array
(Fig. 2(d)).”® Besides upgrading the hardware aspect of the scanner, different
scanning modes are also attempted. One example would be the use of spiral scan
which reduces imaging time. In spiral scans, the patient is continuously translated
into the scan region as the source-detector pair circles simultaneously as shown in
Fig. 3.% ! This scanning mode shortens a full torso scan from 10 min to single breath
holds. Moreover the single row of detector elements can be replaced by multiple rows
in MDCT hence higher resolutions scans can be accomplished much quickly.®° Since
its introduction in 1989, the MDCT has become a standard imager for hospitals.”

The Electron Beam Computed Tomography (EBCT) is a unique set up based
on a radically new design. It is equipped with an electron beam emitter instead of
an X-ray source. The EBCT possesses a circular gantry which consists of two halves
(Fig. 4). A curved tungsten target forms the lower half while the other upper half
is a detector array.!’ An electron beam is focused onto the curved target and upon
collision an X-ray beam is generated. The scanning time is a mere 501ms per slice
and this makes the EBCT the fastest clinical CT scanner in the world.”?"* This set
up is commonly used in cardiac imaging.®®"°

5.2. Clinical imaging: circulatory system

Patients with vasculature and cardiac maladies are usually screened with CT
techniques. One of these methods is dynamic MDCT angiography.®® In this
method, a dose of contrast agents is administered intravenously to the patient.
Time serial imaging follows and the contrast enhanced circulatory network is

Rotation of - ..
-
source — detector L~ .
=

'i _-7  X-ray source

Translation
of patient

Fiz. 3. Multidetector spiral CT.
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Side View
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| Q
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/ | ’ Semi-circular Tungsten target
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Fig. 4. Electron Beam CT (EBCT) imager.

unraveled. This method works well for peripheral?” and pulmonary®’ arteries
but not for the pulsing heart.”® However, with gating techniques and EBCT,*®
heart imaging is made feasible and images of high resolutions are obtainahble
even for neonates with congenital heart conditions.>> This technical advantage
enabled Kopp et al. and Masuda et al. to conduct full cardiac cycle scans and
they were able to measure myocardial perfusion, ventricular end-diastolic and end-
systolic vohunes.”®°7 Besides quantitative readings which reveal cardiac symptoms,
markers of heart diseases can also be visualized. Atherosclerotic plagues can
be easily detected via CT imaging as they contain highly attenuating calcium
deposits.”® Furthermore the calcification levels of these plaques can be quantified via
thresholding.”® % CT imaging is also used in the follow up of corrective procedures
such as the implantation of grafts and stents.”®

Cerebro—vasculature disorders are associated with high morbidity and mortality
but these outcomes can be avoided with early detection via neuro CT imaging.
Cranial aneurgsms and vascular calcifications are readily observed on CT scans

thus prompting early medical therapies.®! Thromobrolysis is a stroke treatment
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and its effectiveness is dependent on the temporal development of the ischemic
penumbra.’? Wintermark et al. advocated the use of CT data which informs
clinicians of the locations of the occlusion sites and ischemia coverage so that they
can optimize thromobrolysis.” Quantitative cerebro-vasculature measurements are
also accessible as blood volume and flow rates can be studied from the time
serial scans, thus shedding light on neuro-physiology. An alternative neuro-imaging
method is MRI, but being time consuming and costly, it is a less appealing
technique.”

5.3. Clinical imaging: respiratory system

The tissue — air interface of the respiratory tract provides good contrast
in CT screening.”® From inhalation and exhalation scans, lung volumes are
deduced and the results can be confirmed by plethysmographic measurements.™
Respiratory bronchiolitis, pneumonia,” silicosis™ and tracheobronchomalacia® can
be diagnosed from the CT data. Through thresholding measurements, ventilation
inhomogeneity due to bronchiolar obstruction® is observed. This non-invasive
radiographic method is also used in the study of asthma. It was observed that
the mean lung density increases with the narrowing of airways during an asthmatic
reaction®™ and prolong thickening of the airway wall was noted by Niimi et al.™
which is indicative of airway remodeling. Besides understanding the pathological
developments in asthma, CT imaging can also be used to quantify the effects of
asthmatic treatments.

5.4. Clinical imaging: gastroinstinal tract

In the past, endoscopy is the preferred technique for diagnosing abdominal problems
as non-invasive means are lacking. A mere 5% sensitivity is noted for ultrasound
scan, while plain film radiography has inadequate resolution.® Clinical CT imaging
is not hampered by these weaknesses and it has a diagnostic sensitivity of 92% with
ability to conduct full body imaging at single breath hold. Upon its introduction,
CT imaging is commonly used in the detection of small intestinal aliments™
such as polyp-like lesions, abscesses and ischemia.® In fact, CT imaging of
the gastrointestinal tract has become so much of a mainstream approach that
CT colonography is fast displacing endoscopy as the initial screening of colon
malignancies.”™ CT colonography does away with sedatives and its impeccable safety
record appeals to both frail and reluctant patients. Pickhardt’s CT colonography
clinical trials were shown to be highly effective and the method can be upgraded
with advanced 3D polyp detection.™

Immediate medical attention is warranted for sudden abdominal pains and a
speedy but accurate diagnosis is pertinent. CT screening excels in this aspect by
providing near instantaneous results thereby triaging patients into the appropriate
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therapies.” This is shown in the case of appendicitis. Despite being a common
and trivial aliment, diagnosis for appendicitis proves to be difficult and erroneous
judgment would either lead to unnecessary operations™ or a delay in surgical
interventions.”® These ambiguities are cleared up by checking for an inflamed
appendix, perforation and abscesses through CT imaging.” If an operation is
required, a safe access route which avoids the vital organs can be decided with the
scans. Besides appendicitis, other acute abdominal aliments such as diverticulitis
and bowel obstruction can be diagnosed with CT scans.™

5.5. Clinical imaging: tumor detection

Cancers are prevalent in the modern society and public cancer screening is promoted
to address this health issue. The rationale behind such a move would be to improve
the patient’s outcome by detecting and treating tumors while they are still small
and potentially curable.'® However, a highly sensitive diagnosis is needed as initial
lesions are small and sometimes undetectable. CT fmaging is a competent technique
for this application. Furthermore, short imaging time”™ and accessible facilities®”
make CT screening a feasible option in cancer detection programs.™

Lung cancer is a leading cause of death in the America and it can be
attributed to cigarette smoking.'®™ To counter this public health problem, early
ling cancer detection via CT imaging is encouraged. The key strength of this
method is the ability to identify and quantify potentially cancerous nodules.
A malignancy estimation is derived from this procedure®® while follow up scans
monitor the aliment.®! Discretion is needed when vetting through the scan data
as the method susceptible to false positives. Minute nodules which go undetected
in chest radiography are highlighted while non-cancerous infections are wrongly
diagnosed as observed by Kazerooni, thus other confirmation methods such as
sputum tests are required.'”

Pancreatic and hepatic carcinomas are screened using similar methods. With
the appropriate use of contrast agents, McNulty and co-workers have shown that
CT analysis is an excellent technique in diagnosing such tumors.®? This is reinforced
by the fact that a diagnostic accuracy of 88-97% is noted for tumors bigger than
9 mm.?%% Being a quantitative method, cystic and solid lesions are differentiated™
while the involvement of vasculature in carcinogenesis is detected. CT evaluation
assisted Freeny et al. in the classification of tumors which is necessary for the
selection of therapies.®

5.6. Clinical imaging: urography

Radiopaque contrast agents are used to assist in the CT screening of the urinary
system. Potential urinary abnormalities such as infections, urinary tract calculi and
urothelial lesions can be detected and treated promptly.®:3° Clinical CT imaging
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is favored as an urography technique because it is sensitive®” and non-invasive. It
is widely used in the screening of kidney stones® and its advantage stems from the
fact that these accumulations of calcium and phosphate show up easily on the CT
scans.

5.7. Clinical imaging: emergency and trauma

Accidents and emergencies demand immediate medical response and hospitals
devote resources to cater for such sudden needs. Life threatening situations
necessitates prompt and accurate diagnosis which in turn determines the treatment.
CT imaging is frequently adopted as the first stage of screening®® as it provides a
though and quick body scan which allows clinicians to ascertain the full extent of
injuries.¥ This approach is helpful in the evaluation of blunt tranmas resulting
from traffic accidents where multiple organ injury is a possibility. Fatal wounds
such as splenic rupture,”” renal®! and intracanial® haemorrhages may be difficult
to diagnose with conventional means but are easily deduced from the CT scans.
Moreover, contrast enhanced imaging reveals gastrointestinal and wvasculature
complications. By facilitating precise and speedy diagnosis, the CT imager is an
indispensable tool to emergency personnel.

5.8. Surgical planning

Very often, surgeons are expected to be familiar with complex anatomies so
that an effective surgical method can be chosen. In the past, they are assisted
by plain film radiography but complicated 3D anatomical structures are poorly
represented on the 2D medium. CT imaging replaces such traditional methods
as 3D visualizations and surgical simulations are available.”? One of such an
example would be the removal of liver tumors. Leeuwen et al. advocated pre
procedural imaging so that the extent of tumor growth and the proximity of hepatic
vasculature can be ganged.” The practicality of the resection can be judged from
the remaining liver volume as observed in simulations. In the case of craniofacial
and maxillofacial reconstructions, surgeons are even furbished with physical models
fabricated out using CT data so that they would be well acquainted with the
anatomical complexities.®*%°

The next phase in the development of surgery is real time guided operations.
Gronomeyer et al. suggested the coupling of CT scanning in minimal invasive
operations®™ such as biopsy collection. Tumor samples meant for chemotherapeutic
tests can be extracted with live CT monitoring. CT-guided interventions would also
enable precise drug deliveries to cancerous sites which minimize the undesirable
effects on the surrounding tissue. Besides CT imaging, endoscopy, MRI and
ultrasound are capable of such real time data acquisition, but there are limitations.
Only proximal visualization at the surgical site is obtained via endoscopy, while
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imaging noise is predominant in ultrasound.”® Furthermore, only compatible
surgical instruments are allowed in MRI as it uses a strong magnetic field.”7:%3
CT imaging is not constrained by these factors thus it is an attractive option in
image-guided surgeries.

Operations in the central nervous systems are risky especially so when surgeons
have to perform complex neurc-navigation in order to access specific sites. Zernov
and Horsley et al. have proposed the use of external markers® and Cartesian
maps'® to assist surgeons in this challenging task, but the accuracy of these
methods is compromised by brain shifts arising from cerebrospinal fluid leakage.'?!
CT neuro-mapping deals with this complication with a live imaging procedure and
a computerized navigation system. In this technique. the physical positioning of the
instrument tip is referenced back on the updated CT images thus guiding surgeons
to the appropriate site. Moreover surgeons are better able to differentiate cancerous
growth from normal tissues on the scans'® and Grunert et al. has observed that with
this approach, residual lesions which are often overlooked can be excised.'®! CT-
guided neurosurgery is a significant medical development as it reduces the reliance
on the surgeon’s experience while improving the patient’s chances of recovery.!??

5.9. Prosthetic and implant design

In the use of implants and prostheses, customized engineering is preferred because
every patient is unique. Custom designed orthopedic implants have superior
geometrical compatibility which optimizes the bone interface contact and this
improves host integration.®* To cater for such outcomes, plain film radiographs
and cadavers are studied. But these methods are unsatisfactory because plain film
data is two dimensional while a large number of cadaveric samples is needed to
address population variation. CT-guided design does not have these restrictions
and Robertson et al. have harnessed it in the design of total hip implants which
precisely fit and fill the femoral canal of specific patients.!® Moreover a proposed
hip implant which suits in »ive demands can be engineered with biomechanical
considerations, %+ 1%°

Fixation methods benefit from CT imaging. For example, in dental surgeries,
CT imaging would highlight the dense bone regions which are required as secure
anchoring sites for dental implants. Furthermore drilling templates can be fabricated
using the scan data so that screws can be guided precisely into the desired locations.
This technique can also be adopted for spinal fixation procedures.’* Surgical
procedures are streamlined with improved fixation techniques.

In the transition from biomedical research to clinical hedside applications, CT
imaging can be exploited for its ability to provide precise anatomical information
for the custom design of biological constructs. This is demonstrated in Hutmacher
et al’s attempt to create a human ear implant.!’® The anatomical details of
the external ear were captured by CT imaging to create a virtual 3D model.
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This digital representation is subsequently decomposed into 2D slices which were
used as material deposition paths for rapid prototyping.!°” The resultant porous
scaffold resembled the natural ear and it provided a substrate for later cell seeding
procedures.

6. Micro CT

Research and industrial players express interest in CT analysis for non-clinical
applications. The micro CT is one particular invention which caught their attention
because it is capable of high resolution imaging. This innovation came about in the
early 1980s when Feldkamp was trying to study engine ceramics at high resolutions.'*®
His bench top scanner comprised of a microfocus X-ray source and a fluorescent
screen coupled to a video camera. After diverging out from the microfocus spot,
the cone beam casts a magnified X-ray shadow which amplifies the specimen details
(Fig. 5). This data would be captured and processed by a specialized reconstruction
algorithm. Feldkamp collaborated with the Henry Ford hospital in the landmark
study of trabeculae bone and he managed to obtain images at a spatial resolution of
70 um. 1Y% Subsequently, engineers songht various ways to improve the rudimentary
design. Kalender et al. discovered that the imaging time can be shortened by
translating and rotating the specimen simultaneously during the scan.!!?:''! Tgo
increase the resolution, X-ray sources with higher heat tolerances and smaller focal
spots are chosen. Moreover, X-ray emission of narrow energy bandwidth is preferred.
Sensitive detector arrays consisting of smaller elements® and smarter reconstruction
algorithms'# are introduced. Alternative beam magnification set ups such as optical
lens and diffraction systems are also available.1%®

Micro CT is a popular technique in biomedical sciences because it is more
versatile than traditional methods which include histology, Scanning Electron
Microscopy (SEM) and confocal laser microscopy. Histology is a destructive time
consuming process which requires samples to be sectioned and stained.!''? The
alignment of the resultant 2D sections is problematic and complete data acquisition

Detector Array
Axis of rotation

Microfocus spot
Sample

==

Fiz. 5. Cone beam geometry in a micro CT setup.
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is impossible due to the missing parts of the sectioned sample.'? SEM and confocal
laser microscopy are also found lacking as they are only capable of superficial
assessments. Micro CT is not hampered by such hassles.%"*% From the digital
representation of the sample, selected features can be extracted and studied while
the intact specimen can be reserved for later assays.! Biomedical researchers have
used micro CT in the investigation of trabeculae architectures, vascular networks
and tissue engineered constructs.

6.1. The differences between micro CT and clinical CT

The micro CT and clinical CT operate on the same general principle but they differ
from each other technically. Micro CT is meant for research purposes while the
clinical CT caters to the patient’s needs and safety. To achieve optimal resolution,
high radiation exposures can be selected especially so for the imaging of inanimate
objects. The micro CT achieves this with the microfocus spot and long exposure
times. This is not feasible in clinical imaging as excessive radiation is detrimental
to the patient. Patients are imaged using short exposures of low intensity X-rays
and the signal decline is compensated by large detector arrays.! A resolution of
100—10,000 g is sufficient for clinical scans while higher resolution of 0.15—-100 pm
is of interest in research.! Table 1 elaborates on the technical differences between
the micro CT and the clinical CT.

6.2. Micro CT imaging: bone research

When the first micro CT imager was built, it was meant primarily for bone
research. Ewven till now, imaging applications are still dominated by bone
studies and researchers have harnessed this non-destructive approach to further
the understanding of bone physiclogy. One of the first few research groups
which pioneered the micro CT study of bone is Muller and Ruegsegger. They
characterized trabeculae architecture through 3D modeling and parameters such as
trabeculae thickness and separation were measured.??112:11* Histomorphometry is a
conventional approach in trabeculae studies which requires specimen sectioning.''®
In this technique, the trabeculae architecture is modeled as a simplified network of
rods and plates. This inaccurate model is widely accepted!'%!''7 and incorporated
into micro CT modeling until the advent of precise digital methods which model
the actual trabeculae struts.’'® With better modeling algorithms, Hildebrand et al.
initiated a series of corrections to the derivation of morphological parameters so
that an accurate quantification of trabeculae architecture was possible.!'?

Bone research mostly center on skeletal disorders. Osteoporosis is a
prevalent bone disease which can be evaluated by Bone Mineral Density (BMD)
measurements. However, investigators such as Keaveny et al. have noted a
discrepancy between BMD and bone strength.!?%12! This arises because trabeculae
architecture plays a significant role and parameters such as anisotropy affect hone
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Table 1. Differences between micro CT and clinical CT.

Clinical CT Micro CT
1. Dimensions of X-ray source 0.5 to 2mm < 100 pm
2. X-ray emission Pulsed Continuous
3. X-ray dosage No restrictions for inanimate samples, 0.05 8v per year for an individual

Optimization required for in vivo scans.

4. Scanning time In seconds

5. Resolution 100—10,000 pm

. Size of setup A room is required for installation

7. Other differences The X-ray source-detector pair rotates around

the patient.

The position of the patient between the source and
detector is fixed.

Minutes to an hour

0.15— 100 pm

Muost setups are bench top units

The specimen rotates while the X-ray
source—detector pair remains stationary.
However the in vivo imager rotates the
source-detector pair.

The position of the specimen between the
source and detector can be altered so as to
adjust the imaging resolution.

Leondes, Cornelius T.. Biomechanical Systems Technology (V1).

: World Scientific, . p 216

http://site.ebrary.com/id/10255686?ppg=216

Copyright © World Scientific. . All rights reserved.

May not be reproduced in any form without permission from the publisher,
except fair uses permitted under U.S. or applicable copyright law.

7 Jo suoyordd v jooipauiorgy

I
L

fiydoabiouwoy, pogndo

o

-1



208 H. 5. Tuan and D. W. Hutmacher

strength.'??:1%* This hypothesis is supported hy Chappard et al.’s observation that
a change in architectural parameters precedes BMD reduction in osteoporosis.’**
Besides quantifying pathological conditions, micro CT evaluation is also an effective
gange for the efficacies of bone therapies.!®®

A plethora of possibilities awaits bone researchers who use micro CT imaging.
Wong et al. observed the hydroxyapatite concentration profile of the rat femur on
micro CT scans.!? On the other hand, Bagi et al. derived the moment of inertia
to predict the ultimate bending strength of bone.'?” The progression of osteolysis
can also be monitored by using this radiographic method.'® Amidst the myriad
of applications, a few seem promising. One of them involves correlating the clinical
data of patients with micro CT analysis when bone biopsies are unavailable. This is
demonstrated by Guggenbuhl ef al. when he matched micre CT bone architectural
data to plain X-ray images. His aim was to quantify bone architecture from ordinary
X-ray images.'?* Showalter ef al. and Teo ef al. have shown similar results by using
low resolution clinical CT scans. Without resorting to high resolution imaging,
they approximated the trabeculae parameters which tally well with micro CT
results. 1912 These applications can be anticipated in the future clinical diagnosis
of bone disorders.

6.3. Micro CT imaging: vasculature studies

Molecular transport is an integral part of biological systems as it ensures gaseous
exchange, waste removal and a constant supply of nutrients. Vasculature networks
aid molecular transport and very often vasculature developments accompany tissue
growth and healing.*® Therefore, vasculature studies are commonly employed in
the investigation of tumor growth and tissue regeneration. Histology, laser doppler
perfusion and Positron Emission Tomography (PET) can be used to probe vascular
networks, but they are found to be lacking in one way or another.*® 3D quantitative
analysis isnot achievable in histology, while laser doppler perfusion provides superficial
information which is not representative of the entire sample. Moreover, PET is
incapable of high resolution scans. Micro CT imaging is not plagued by these problems
but it has shortcomings. Guldberg and co-workers discovered that their results were
constrained by the imaging resolution*® as fine arterioles were omitted at a resolution
of 36 urn. This problem was only alleviated at a resolution of 8-16 pm.

131 tlSi’, 133

and hear are frequently

reported in current literature. Some of these articles report on vascular

Vasculature studies of the liver,™” lung

abnormalities as a result of infirmities. One example would be Simopoulos et al.’s
work on diabetes.!™ Through quantitative micro CT analysis, a significant drop in
corporeal vascular volume and luminal area were observed with on set of diabetes.
Ritman and co-workers have centered their work on renal vasculature and its
response to kidney failure.*® They estimated the vascular volume with respect to the
tissue volume from the scan data. At high resolution imaging, morphological details
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Biomedical Applications of Computed Tomography 209
such as vessel length, connectivity and the branching angles were investigated.'™®
With micro CT imaging, vascular pathology and physiology can be studied.

6.4. Micro CT imaging: scaffold characterization

Scaffolds are often employed in tissue engineering applications because they serve
as cellular adhesion stratums and mechanical supports systems. The eventual
success of biological constructs depends on the mechanical and biological properties
of the scaffold and these are intertwined with the scaffold architecture. Scaffold
architecture is defined by parameters such as porosity, surface area to volume
ratio, strut thickness, anisotropy and pore interconnectivity.’® Porosity and pore
interconnectivity affect molecular transport, which in turn influences cellular
survival and proliferation.’” The mechanical strength of the scaffold is dependent
on anisotropy and strut thickness while surface area to volume ratio determines
cellular adhesion. To achieve viable tissue engineered constructs, architecture
evaluations are required for scaffold optimizations.3%:139

Architectural parameters can be derived via various techniques which include
micro CT imaging, gas pycnometry, mercury intrusion porosimetry, Archimedes
and liquid displacement techniques.'®® Micro CT imaging is preferred'*” because
it achieves 3D visualization and precise quantification non-destructively.'® Closed
pores which are entrapped within the scaffold go undetected with conventional
means.'® But with micro CT scans, these elusive pores can be clearly visualized
and measured. Being semiquantitative or inaccurate, traditional scatfold assessment:
techniques are incapable of a comprehensive architectural evaluation,'® thus they
are less appealing when compared to micro CT analysis.

Research groups specializing in scaffold applications have incorporated micro
CT evaluations in their scaffold optimizations. Using micro CT scans, Guldberg
et al. derived parameters such as porosity, strut dimensions and anisotropy. These
measurements were used to correlate the porogen composition to the physical
features of a porous poly (L-lactide-co-DL-lactide) scaffold.1’® Fragile hydrogel
matrices can also be examined using this technique.’*! With digital manipulation,
regions of interest within complex architectures can be extracted out for close ups.
This advantage is demonstrated in Hollister et al.’s evaluation of a biphasic scaffold
which comprises of a top poly-L-lactic acid sponge and a bottom hydroapatite
matrix. The internal structures of the two phases and the interface region were
visualized using micro CT imaging.'*? From these investigations, the micro CT
technique is shown to be a versatile scaffold characterization method.

6.5. Micro CT imaging: tissue engineering

The efficacy in tissue regeneration determines the performance of tissue engineered
constructs. Therefore, tissue engineers seek to isolate and ascertain the viability of
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the new tissues. In view of this, the author’s group implemented a novel approach of
using micro CT imaging in the in vivo study of osteochondral implants.!**#* These
implants are grafted into the critical size defects of the medial condyle in the rabbit
model. Animal samples from various time points were imaged and subsequently
the implants were isolated out via digital means.!*® Specific thresholds were later
applied to visualize and quantify the regenerated bone.'** Following that, the bone
volume fraction of the regenerated bone was derived and compared to that of
the native site, thereby providing a quantitative indicator of recovery. Host bone
integration and growth patterns were examined using 3D visualization, and the
results were in excellent agreement with histological findings. Therefore, micro CT
imaging is demonstrated to be a reliable approach in tissue restoration studies.

The functionality of the regenerated tissue is determined by its guantity and
quality. For example, functional bone constructs are not just assessed by bone
volume but also bone mineralization. This is because the mechanical strength of
the new tissue is dependent on mineralization. Schantz et al. encountered this when
he noted a wide variance in the thresholds of the regenerated calverial bone.'* This
could be attributed to the different mineralization levels. In a similar experiment,
Verna et al. was able to formulate a mineralization profile based on the different
thresholds.!*® This phenomenon was also observed by Jones et al. when the micro
structure of the regenerated bone was examined at a resolution of 2 pm.*" Besides
in vivo studies, mineralization in cultured constructs can also be analyzed via micro
CT imaging. In a dvnamic culturing experiment, Meinel ef al. quantified the size and
distribution of mineralized nodules located within scaffolds.!*® Micro CT analysis
assists bone researchers and with time, other biomedical researchers will harness
this technique to evaluate various regenerated tissues.

6.6. Micro CT imaging: soft tissue analysis

There are emerging applications in micro CT imaging which go beyond just bone
research. One of which is soft tissue analysis. The imaging of soft tissue proves
to be problematic due to the lack of contrast, but this outlook is set to change
with contrast enhancement agents and high resolution imaging. Watz et al. took
on the challenging task of imaging alveolar architectures which collapse easily
after tissue extraction.*” The poor X-ray attenuation of the lung tissue added
further complication. To overcome such difficulties, Watz et al. devised a method
of preparing the lung samples before micro CT scanning. To preserve the delicate
alveolar structures, the soft tissue was inflated and fixed with formalin vapor, while a
silver nitrate stain was applied to improve the contrast. With this unique technique,
virtual endoscopic imaging of the airspaces was obtained.

A wealth of information can be derived from the micro CT studies of soft
tissue. Fasterly ef al. employed it as a phenotypic evaluation of the fat and
muscle in mice screening.!*® Ritman et al used the scan data to study the
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spiral arrangement of the myocardium fibers and attempted to correlate this
132 Besides physiological
interpretations, quantitative analysis can also be carried out in the imaging of
soft tissues. Wehmeyer et al. recognized the affinity between gadolinium and
proteoglycan and went on to improve the imaging contrast of cartilage by treating

unique muscle fiber distribution to stress transmission.

the samples with the heavy metal.*® Moreover the intensity measurements were
correlated to the proteoglycan content. Thus the proteoglycan concentration could
be measured while visualizing the cartilage morphology.

6.7. Micro CT imaging: In vive imaging

Longitudinal studies involve the following up of the responses to drugs, therapies
and treatments. As the progression of the condition in the individual animals is of
utmost importance, animal survival must be ensured throughont the experiment.
Being a non-invasive approach, micro CT in wivo imaging can be used for these
time serial studies. But there are concerns regarding X-ray exposure. Excessive
radiation is lethal moreover physiology alterations at non lethal levels might
introduce experimental errors. Hence low dosage scans are encouraged but that
would comprise the imaging resolution. One must be mindful that high resclution
in wvivo imaging is necessary for the optimal observation in small animals. To
resolve this constraint, signal loss at low dosage scanning is compensated by
the use of sensitive detector arrays®® and improved algorithms.!'”® A real time
reconstruction program was even devised by Brasse et al. for this purpose.’®® To
prevent unnecessary exposure, Van der Sloten resorted to lead shielding for the
animal.?"-'®! Physiological motion is also a concern for in vivo scanning because that
leads to blur images. These movements are attributed to normal cardiac pulsation
and respiration. To reduce image blurring, synchronized data acquisition is carried
out with gating techniques. However these measures are not effective with regards
to non cyclic events such as the accumulation and flow of contrast agents.'*

In wivo micro CT imaging allows follow up animal studies. Waarsing ef al.
exploited this advantage in the assessment of bone remodeling.?’ Trabeculae
scans at different time points were mathematically matched using 3D registration
programs so that bone resorption and formation at the level of single trabeculae
could be visualized. Moreover the in vive scan data became an input for computer
simulation and the results were verified by follow up scans. This computational
technique evaluates the factors involved in bone remodeling. Besides bone research,
soft tissue investigations can be done with micro CT imaging. Su et al. studied the
role of Matrix Metalloproteinase (MMP) in myocardial remodeling with a MMP
targeted intravenous radiotracer.'® Anatomical data from micro CT imaging was
matched with that from micro Single Photon Emission Computed Tomography
(SPECT) which detected the presence of the tracer. Therefore the spatial and
temporal changes in MMP activity due cardiac infarction could be measured from

the in vivo micro CT/SPECT scan.
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6.8. Micro CT imaging: finite element modeling (FEM)

In finite element modeling (FEM), the physical interactions within a region of
interest are simulated mathematically. Parameters which describe the external
conditions and inherent properties are applied onto virtual models which represent
the interacting bodies. Micro CT scanning provides detailed digital representations
of the specimens which can be loaded onto the FEM platform. FEM models
which resemble the actual samples can also be created via algorithms but they
are unreliable as they are only approximations. The feasibility of a micro CT—
FEM analysis was demonstrated by Muller ef al. in the biomechanical evaluation
of trabeculae samples which examined the effects of age and disease on bone
strength.™

Since the reliability of FEM hinges on the accuracy of the models, caution should
be exercised when using micro CT data. In the study of trabeculae architecture,
Pistoia et al. noted a decline in simulation accuracy at low imaging resolutions.!®*
Moreover imaging noise and contrast were concerns. FEM studies base on 2D micro
CT images are found to be inadequate as the 3D aspect of the specimen is poorly
represented. Hence the nsage of 3D micro CT models is encouraged.!'®

Biomechanical interactions can studied in live animal models with in vivo
micro CT-FEM analysis. The scanning process captures the differences between
the individual animals which influence the mechanical interactions. Such a scenario
was noted in Van der Sloten et al.’s work on the peri-implant bone adaptation in
guinea pigs.”® In his project, bone geometry, implant position and bone density
differed from animal to animal even though the same implantation site was used.
These factors affected the stress and strain distributions in the host bone, thus
in vivo micro CT imaging was carried out with a FEM assessment for each animal.
As temporal progression was critical to the experiment, histology was deemed to be
an unsuitable follow up method since it necessitated animal sacrifice at each time
point.

Micro CT-FEM analysis offers flexibility in biomechanical studies as the
strengths of non-destructive imaging is combined with virtual modeling, thus
numerons avenues of applications can be explored. One of these avenues would
be the functional evaluation of regenerated tissues as demonstrated by Jones
et al. when he predicted the Young's modulus of bone in growth located within
implants.'™ Moreover, with micro CT-FEM, implant design can be optimized by
matching the mechanical properties of the construct with that of the native tissue.®®
Fracture and flow dynamics studies are also exciting possibilities. Takada et al.
examined the effects of the third molar on the mandibular fracture angle.’®® The
stress concentration and transmission measurements corresponded well with clinical
findings. Cioffi and co-workers employed a novel approach in the dynamic culturing
of tissue engineered cartilage constructs. ™ Computational fluid dynamic modeling
was carried out with 3D models of porous polvurethane scaffolds which were derived
via micro CT imaging. Flow fields and excessive internal shear stresses with respect
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to the input flow parameters were quantified via FEM, thus optimal flow conditions
could be selected for the actual culturing experiment. These are just examples in
the wide range of biomedical applications in micro CT-FEM.

7. Future Development in Clinical and Micro CT

The performance of CT is dictated by two factors, and they are the hardware and
software components of the system. Advancements in these two areas would lead
to better scanners. Cost reduction is brought about by streamlining the hardware
aspect, thus enhancing the commercial availability of clinical and micro CT setups.
Currently, clinical CT facilities are only accessible in affluent countries. Hence
health care in developing nations would definitely benefit from the introduction of
cheaper clinical CT facilities. Being a computation method, digital bottlenecks and
data storage limitations are commonplace. Therefore improved data management
is needed and scientists envision the day when the common desktop is capable of
complex CT data processing.

There are two emerging trends in the development of CT systems. First,
multimodality matching which combines CT with other imaging methods is
anticipated.'??:1%® These imaging techniques would include MRI and PET. Second,
there is a move from mere visualization to detailed quantifications which allows
a more in depth evaluation.!” These trends are noted in clinical and research
applications.

A next phase of development in clinical CT would not just witness better
imaging resolutions but also smart imaging techniques. Multimodal imaging can
be achieved by using dual PET /CT scanners which detect the biochemical events
with positron emitting radiotracers.!®® These tracers target tumors, specific cellular
receptors and activities within the patient’s body. The acquisition of PET image
is followed by CT scanning and subsequently the two data sets are merged. CT
complements PET with anatomical data, while the PET highlights the subtle
abnormalities which go undetected in CT.'" Co-registration of PET and CT
images from separate scanners is another possibility if the dual scanner is not
available. Medical practitioners foresee much promise of this new technique in cancer
diagnosis.'®® Besides multimodal imaging, another exciting area is the development
of CT diagnostic programs. In the screening of heart aliments, Gaspar et al
demonstrated the feasibility of the automated detection of carotid plagues and
stenosis in patients who have undergone a heart CT scan.®® Soon similar diagnostic
software coupled to CT imaging would be tested in the sereening of various disorders.

Imaging resolution continues to be a top priority in research because of the need
for more accurate data acquisitions. Hence advancements in micro CT technology
would continue to be dominated by developments in this feature. Set ups equipped
with high heat tolerance X-ray sources and sensitive detector arrays are capable
of high resolution imaging.’* To achieve submicrometer resolution, zone plates
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and diffraction optics which magnify the X-ray projection are recommended.!’®
Non-attenuating imaging approaches based on the fundamental principles of
K-edge subtraction, X-ray phase delay and X-ray scatter are options which lead to
improved image sensitivity and contrast.!* Besides improving the data acquisition
process, there is also a demand for upgraded data processing methods. Precise digital
analysis can be facilitated by efficient algorithms which speed up computations while
reducing imaging noise and artifacts.'* Moreover, user friendliness and the range of
quantitative assessments are also areas of considerations in software design. With
these developments, one would envision the micro CT imager being an integral part
of future biomedical laboratories.

8. Conclusion

Biomedical science has witness quantum leaps in the last few decades with successes
in the human genome project, animal cloning and stem cell research. CT technology
is also part of this scientific advancement and despite being a relatively new
technique, it already has a wide range of clinical and research applications. Clinical
CT is appealing because it is a non-invasive method which can be supplemented
with 3D guantitative analysis. The main limitation of clinical CT is the use of
ionizing X-rays, and caution is warranted in administering the radiation dosage.
A majority of micro CT applications centre on bone research as it was primarily
developed for this purpose. But there are increasing reports of its use in tissue
engineering, soft tissue and vasculature imaging. This indicates the potential of the
technique in novel areas of research. With the current interest in non-invasive and
non—destructive evaluation approaches, CT technology is set to become increasingly
popular and dominant in hiomedical sciences.
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CHAPTER 7
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A fundamental problem in computer aided surgical simulation is soft tissue modeling.
It is difficult to represent the complex biomechanical properties and yet computational
efficient for fast simulation. This paper reviews the methodologies for determination of
the elastic properties of porcine liver tissues. The combined compression and elongation
test is used as a unified framework to study the liver biomechanics for computer
aided surgical simulation. At a length scale of approximately 10 mm, liver tissue is
incompressible, anisotropic and nonlinear viscoelastic, It is stiffer during compression.
The tissue sample will buckle under a mean stress of 2.313 x 10°% Pa under compression.
The FPoisson’s ratio was 0.466 £ 0,147 during compression and 0.431 + 0.155 during
elongation. Constitutive laws including strain energy based combined energy equation
and equivalent stress and stain based multi-linear model were used in modeling the
nonlinear stress-strain behavior of liver tissues under compression and elongation.
Application of the experimental data and theoretical models is demonstrated via finite
element simulation of liver organ deformation.

1. Introduction

Computer aided surgery (or computer integrated and robot assisted surgery) is
performed to satisfy unmet complex needs in surgeries such as image guided
surgeries. Image guided surgeries or minimally invasive surgeries are becoming
increasingly popular. In an image guided surgery, the surgical procedure is facilitated
by a real time correlation of the operative field to a maonitor, which shows the

)
)
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precise location of a selected surgical instrument to the surrounding structures.
This is different from the conventional open surgery in which the surgeons can see
the tissue being operated on directly. The image guided surgery is both beneficial
to patients and cost-effective, and is fast becoming the standard of care for various
surgeries.!

A computer aided surgery process is complex. In a typical process shown in
Fig. 1, its components include preoperative imaging, modeling and segmentation,
simulation, then registering sources of data and applying these to the intervention
on the patient. The interventions are monitored, corrected, or extended, according
to the results of intraoperative imaging. Virtual reality-based simulation of
image guided surgery has been reported by various investigators. Virtual reality
techniques® and the emergence of automatic surgical tools and robots? have been
driving an exciting area of research—computer simulation of surgical procedures or
computer aided surgical simulation.

Virtual reality and simulator-based technology systems have significant
practical value in training and in evaluating user responses in situation-specific
problem solving for both the military and industrial sectors.*® It is only natural
that this technology be utilized for medical applications. For example, the various
surgical simulation systems for interventional radiclogy, cardiclogy and neuro-
radiology reported in Anderson et al® and references cited therein focus on
training of user skills, improving hand-eye coordination, training of specific patient
management decision-making skills, training of very specific specialized skills, and
evaluating treatment approaches for patient specific pretreatment planning. There
are on-going research efforts to develop patient specific catheterization devices using
simulation-based design technology.”® Another application of computer programs
enabling accurate modeling of soft tissue deformation is in surgical robot control
systems for neurosurgery” as well as treatment of liver cancers.!® Nevertheless,
clinical applications of this surgical simulation technology are currently limited.

Preoperative Imaging Data Preparation

Y

| Segmentation ‘ ‘ Modeling ‘

Surgeons, trainees,

medical device design 44—

engineers etc.

Patient

Intraoperative Imaging )1—}

Fig. 1. Typical computer aided surgery process: The focus of this study is on surgical simulation,
in particular the biomechanical modeling of liver tissue. Outcome of simulation may be used for
training as well as medical device design and evaluation,
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Combined Compression and Elongation and their Application
As of today, virtual reality is not likely to be found in the operating room.!!
The nnderlying computer-based anatomical models are not quite realistic enough.
There should be a faithful representation of geometry, boundary and loading
conditions as well as mechanical properties of the organ. The fundamental
problem in anatomical modeling is the lack of “physics”™ in particular soft tissue
modeling of liver, kidney and brain. It is desirable to have the behavior of the
object depend on the constitutive properties of the object being simulated. The
mechanical properties of liver, kidney and brain tissues are also different. Brain
tissue is apparently softer and is more viscous compared to that of liver tissue.
Several studies have underlined the importance of duly considering elastic tissue
deformation.'?

Precise information about the elastic properties and corresponding constitutive
laws of biological soft tissues determines the performance of surgical simulators.
These tissues are highly nonlinear and complex. Quantitative data about the
biomechanical properties of soft tissues are few. It is a challenge to derive a
representative constitutive law that is clinically relevant as well as compntationally
efficient for computer aided surgical systems. Basic research and measurement
experiments are required to understand and model the biomechanics of soft tissue.
The field of biomechanics which is defined as the research and analysis of the
mechanics of living organisms places great emphasis on the physiological correctness
of the mathematical model. On the other hand, computational efficiency is essential
for practical clinical application. The approach employed here involves refining the
conventional approaches based on continuum mechanics to measure and model the
biomechanics of liver tissue for computer aided surgical simulation.

This paper is organized as follows. In Sec. 2, we discuss the various methods
in measuring the mechanical properties of liver tissues with particular focus on
the combined compression and elongation test. The combined compression and
elongation test enabled zero stress state of the tissue sample to be precisely
determined for the tensile test. In Sec. 3, we characterize the mechanical properties
of liver tissue. When deformed, kidney and brain will behave differently from
liver. It is necessary to have an in-depth investigation on the biomechanical
properties of liver on its own. In Sec. 4, the strength and elastic modulus of
liver tissues are investigated. Mathematical modeling of liver tissue mechanics
is discussed in Sec. 5. It is more beneficial to model the stress-strain behavior
from combined compression and elongation test than that of simply compression
or simply elongation. Organ deformation involves both compressible and tensile
displacement. Depending on the specific applications, the constitutive model used
is a trade off between computational accuracy and interactivity. Section 6 describes
biomechanical modeling of liver organ and surgical simulation of organ deformation.
In surgical simulation, the biomechanical model has to be computationally efficient
so that the computer simulation could provide a timely solution. Concludes Sec. 7
with a brief discussion on the future work.
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2. Measurement of Liver Tissue Elasticity

The developments in computer aided surgery where precise information about the
elastic properties of living tissues are desired fuels the recent interest and progress
in measuring the mechanical properties of biological tissues. The emphasis of these
measurement methods is on low speed loading condition.

Surgical instruments had been equipped with force-sensing capabilities allowing

1514 Pathak et al.'® applied indentation

elasticity measurement during surgeries.
methods for in vivo experiments on the skin. Howewver, these techniques lacked
well-defined boundary conditions during experiment and often failed to address the
complex material properties of tissue with nonlinear constitutive equations. MR
elastography'® was a possible method for non-invasive imaging of elastic properties
in non-homogeneous organs. This method spatially maps and quantifies small
displacements caused by propagating harmonic mechanical waves. Nevertheless, the
resulting very small displacements and frequency range could not predict the tissue
behavior in the range of strains and strain rates observed during surgical interventions.
Kauer et al.!” presented a tissue aspiration method for in vivo determination of
the material parameters of biclogical soft tissue. An explicit axisymmetric finite
element simulation of the aspiration experiment is used together with a Levenhberge-
Marquardt algorithm to estimate the material model parameters in an inverse
parameter determination process. This tissue aspiration method with nverse finite
element characterization has well defined mechanical boundary conditions and could
induce relatively large tissue deformation. However, the condition of axisymmetry
assumed in this method could not be met in the measurement experiments since saft
tissues are in general anisotropic. Generally, it will be too expensive even if it is possible
to generate enough data using in vizo measurement experiments to obtain adequate
statistical interpretation of the mechanical properties of soft tissue. This is primarily
due to the extreme technical and ethical demands on such experiments, and vast
diversity in mechanical properties of biological tissues.

Indentation tests were used in Davies et al'® to determine the mechanical
properties of spleen tissue. Tie and Desai'® reported their indentation experiments
to characterize the biomechanical properties of porcine liver tissue. Indentation
experiment on whole liver organ with inverse finite element parameters estimation
was reported in Onodera et al?’ Inverse finite element parameters estimation
has increasingly been used in measurement experiments®! to help determine the
mechanical properties of biological tissues. The tissue indentation equipment is
generally customary designed and developed by the investigators. In Onodera
et al.>” an exponential strain energy function from Fung?? was implemented into
MARC 7 (MSC Software Corporation, USA), a commercially available finite element
package popular for nonlinear analysis to perform inverse finite element parameters
estimation. However, tissue indentation could be a complex mathematical problem
involving both compressive and tensile properties of tissue. If at all possible, it is
difficult to separate the compressive and tensile properties of the tissue samples.
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Uniaxial load testing has long been used to measure the mechanical properties of
both soft and hard tissues.® Miller and Chinzei®* described a uniaxial compression
test to measure the mechanical properties of brain tissue. Uniaxial compression
and elongation experiments with porcine liver were reported in Chui et al.®® and
Sakuma et al.?® Uniaxial load testing is simple but, nevertheless, provides us with
basic and useful information on the mechanical properties of liver tissue. There
are extensive reports on uniaxial testing with arterial elasticity, e.g. see Ref. 27 and
references cited therein. Extensive uniaxial testing with liver tissue is relatively few.
The zero stress state of the tissue sample must be identified for testing. However, this
identification may not be easy since the neighborhood of the zero stress state of a
soft tissue is soft and difficult to handle. The combined compression and elongation
test?®2% enabled the zero stress state to be precisely determined for the tensile
test after the compression cycle. The combined compression and elongation cycle
was clearly a simpler method compared to other more elaborated approaches for
example the use of laser for initial state estimation.”=*

2.1. Preparation of tissue sample

Careful tissue sample preparation is necessary because cutting the samples possibly
affects the results obtained. For example, particular attention should be paid to the
orientation of tissue samples because biological tissues are mostly anisotropic, and
their mechanical properties depend on direction. In order to determine a mechanical
property as close as possible to that of in vive, it is important to test the tissue
fresh and maintain its freshness during experiments.

Fresh porcine livers were purchased from a local slanghterhouse for our
measurement experitnents. Rat liver organs were used in experiments in the “Virtual
Rat™ project.”® However, it is generally believed that the mechanical properties of
pig liver are close to those of human liver. The weight of a whole porcine liver
was 1.5+ 0.2kg. The liver was approximately 210mm by 330 mm with a thickness
of 35 mm. Test samples were cylindrical in shape with a fixed diameter of Tmm
and height ranging from 4.5 mm to 11 mm. Figure 2 illustrates the preparation of
cylindrical test sample. To establish maximum honding between the tissue and
the attachment unit, we tested the adhesion between liver tissue and various
surfaces including wood, steel, cloth and rubber. Adhesion to the rubber plate was
maintained with the highest tension used in our experiments. This was twice that
obtained using wood, which had the lowest value. At a temperature of 20 £ 3°C
the surgical hond was able to sustain a stress of up to 380kg/cm.?

Before testing, liver tissue samples were visually inspected for visible vessels

and large porous. Samples with vessel or obvious porous were discarded. Since the
samples were rather small at T mm diameter and generally less than 10 mim in height,
and the fact that they were extracted near the liver surface, we were quite certain
that the presence of vessel in sample was not significant.
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Fiz. 2. Owerview of cylindrical liver tissue sample preparation:>®

to extract the tissue sample, and then cut to the desired length using normal surgical knife.
Surgical bond (Adhesive A, Sankyo Co. Ltd., Tokyo, Japan) was used to glue the sample to the
attachments.

a circular surgical knife is used

2.2. Experimental setup

The test unit was made and placed under a testing machine for experiments. Force
and displacement were measured during the loading test by the precision instrument,
Eztest, from Shimadzu Co Ltd. of Japan. This instrument had a resolution of +1%,
and could support loading rates ranged from 0.5 to 1000mm /min. A load cell that
was capable of measuring a force up to 20 N was used. A video camera was placed in
front of the test sample to record the deformation. The environmental temperature
was maintained at about 22°C. Humidity was kept between 60% and 70% to prevent
drying of the test pieces.

2.3. Uniaxial loading tests

The tests could be classified into following categories: elongation/compression tests,
creep tests and relaxation tests. In uniaxial tests, an increasing force is steadily
applied to a tissue sample in one direction, and the resulting sample deformation
is measured, which gives relations between stress and strain (or stretch ratio). For
theoretical treatment, stress and strain in the Lagrangian sense was reference. The
tensile or compressive stress T is the load F' divided by the cross sectional area A
of the sample at zero stress state. The “stretch ratio” or “compression ratio” A is
the ratio of the length or height L of the sample stretched or compressed under the
load divided by the initial length Ly at the zero stress state. Strain £ is the ratio of
the displacement (L — Lg) divided by Ly, or e = A+ 1.

Creep and relaxation tests are used for the evaluation of the viscoelasticity
or inelastic properties of materials. In the creep tests, tissue sample elongation or
compression is measured while a constant static or cyclic force is applied to the
sample. In the relaxation test, stress reduction is observed while a tissue sample
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Combined Compression and Elongation and their Application 231

is elongated or compressed to a constant length and maintained at that length.
Uniaxial tensile or compression testing is the most fundamental method for the
determination of the elastic properties of materials, which are evaluated primarily
on the basis of stress—strain relations.

In addition to performing the conventional uniaxial elongation and compression
tests on liver tissue, force-displacement could be measured during a cycle of
compression and elongation. In the combined compression and elongation test, the
tissue sample is first compressed and then elongated at the same rate to its stress
free position and beyond as illustrated in Fig. 3.

Based on the experimental results, by compressing a cylindrical liver sample
of diameter Tmm by a force of less than 1 N, the tensile test could be started at
the zero stress and strain state. Figure 4 compares the measured force—strain data
from the elongation only experiments and that of the elongation in the combined

Force

0o oEm
A

P
ﬂ \ Displacement
11 A I
» Zero stress state

Compression Elongation
Fig. 3. Illustration of combined compression and elongation test: [ — compression phrase; II —
return to stress free state; III — elongation phrase.
03
-
L 02 N
ﬁ Combined c_ompression Elongation
g and elongation test teat
0.1
0.0
0 20 40 60

Stram (*o)

Fig. 4. Comparison of experimental force-strain data from elongation only test and combined

compression and elongation test: number of samples = 8, diameter = Tmm; loading rate =
10 mm /min. Error bar indicates the standard deviation from the average experimental data.
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compression and elongation test. The liver tissue samples were compressed up to
0.4 N in the combined compression and elongation test. The measured data between
the two experiments are compatible.

3. Characteristics of Liver Tissue

Liver is the second largest organ of the body after the skin. The surface of the liver
is covered by a membrane called the visceral peritoneum, also commonly referred
to as liver capsule. The liver capsule extends into the substance of liver as highly
branched septae. The human liver is comprised of 4 lobes, with the largest two, the
right and left lobe, separated by the falciform ligament. The liver lobes are made up
of many functional units called lobules. Each hepatic lobule, which is about 1-2 mm
in diameter, is a roughly hexagonal arrangement of plates of hepatocytes radiating
outward from a central vein in the center. Hepatic lobules are the structural unit of
the liver. They are delineated by the connective tissue septae. Detailed description
of liver anatomy can be found in Tortora.?®

3.1. Stress—strain relationship

All the liver specimens in our in wvitro experiment vielded nonlinear stress—strain
behavior, having higher distensibility in the low stress range and losing it at
progressively higher stresses. Figures 5(a) and 5(b) illustrated typical stress—strain
curves of a porcine liver tissue tested in compression and elongation experiments
respectively. Each curve could be divided into three parts. In the first part, from
O to A (toe region), the load increases exponentially with increasing compression.
This is the physiological range in which the tissue normally functions. In the second
part, from A to B (linear region), the stress—strain relationship is fairly linear. In the
third part, from B to C, the relationship is nonlinear and ends with rupture. B is the
vield point. At point C the maximum load is reached, corresponding to the ultimate
stress and strain. D is the break point. The slope defined by points A and B is the
elastic stiffness from which Young’s modulus of liver tissue during compression and
elongation are derived respectively if linear elastic model is assumed in computation.
Young's modulus or elastic modulus is a measure of the stiffness of a given material.
Figure 5(c) shows the average stress—strain curve from combined compression and
elongation test of liver tissue samples. The average stress—strain curve is typically
used for biomechanical modeling in surgical simulation.

The combined compression and elongation experiments were also performed
on kidney and brain tissues. The stress—strain behaviors of liver, kidney and brain
tissues are different. Figure 6 compares the average stress—strain data. The brain
tissue is significantly softer compared to liver and kidney tissues. Kidney tissue is
stiffer than liver tissue.
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Fig. 5. Typical load-displacement curves of porcine liver tissue until fail during (a) compression
and (b) elongation respectively. (c) Average stress-strain curve of combined compression and
elongation experiment. Number of samples: 65 from 18 livers. Note that constant loading rate at
10 mm/min is used in all experiments.

3.2. Nonhomogeneity

Figure 7 compares the mass density of tissue samples extracted from various parts
of a liver organ. Eight groups of samples were extracted from the surface at different
locations (A1, A2, B1, B2, C1, C2, D1, D2) in the liver. Mass density is determined
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Fig. 6. Comparison of experimental stress—strain data from combined compression and elongation
tests of liver, kidney and brain tissues: number of samples = 5 for each tissue type; diameter: 7 mm;
loading rate: 10 mm/min.

Density (gfc m’)

Al 1.070
A2 1.078
Bl 1.030
B2 1.074
C1 1.058
c2 1.074
Dl 1.074
D2 1.057

Fig. 7. Mass densities of tissue samples extracted from different parts of the liver.

by dividing the measured weight by the volume of the tissue sample. There is no
apparent different in the stress—strain relationship of these tissue samples in uniaxial
loading tests.

From the comparison of the stress—strain curves from visceral side,
diaphragmatic side and edge of the liver organs, it was observed that samples
extracted from the upper surface (diaphragmatic side) of liver were noticeably
harder than those from other parts of the liver. In the experiment,® a total of 21
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samples were extracted from two porcine livers. Height of the cylindrical samples
was about 5 mm. The loading rate was 10 mm/min. The presence of a thin capsular
layer on the liver surface may help contribute to the stiffness. Since we were mainly
interested in computer aided surgical simulation, with surgical devices such as
needles approaching liver from the top, samples extracted from the diaphragmatic
side of liver were used in our bio-mechanical analyses of liver properties.

3.3. Effects of temperature

The effect of temperature on the mechanical properties of liver is clinically
important. Diseased liver organ is heated in RF ablation procedure, and cooled in
cryosurgery for cancer cell destruction. Figure 8 compares the stress—strain behavior
of liver tissue at different temperature (22°C, 37°C, 60°C and 80°C). The material
behavior of liver tissue was essentially the same at 22°C and 37°C. At 60°C, the
nonlinear shape of stress—strain curve remains although the tissue is softer. At
80°C, the liver tissue was heat-denatured. This agrees with the observation from
Haemunerich et al.?" that water loss from the samples was significant at temperature
above T0°C. Haemunerich et al. reported an in vitro heating of liver samples using
two electrodes. In our cooling experiments, we found that freezing has significant
effects on the mechanical properties of porcine liver tissue. Chua et al®! reported
an analytical study on the thermal effects of cryosurgery.

The temperature of tissue samples could be maintained with Ringer solution
circulated at a constant rate during experiments. Ringer solution is a solution that
is isotonic with blood. One liter of ringer solution contains 130 mEq of sodium ion,
109 mEq of choride ion, 28mEq of lactate, 4 mEq of potassium ion and 3mEq of
calcium ion.

40000

30000

20000

10000

(d) ssang

Stretch ratio

Fig. 8. Comparison of experimental stress—strain data from combined compression and elongation
tests of liver tissues at different temperature: number of samples: 12 (3 at each temperature);
diameter: 7 mm; loading rate: 10 mm /min.
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3.4. Strain rate dependency

The effect of strain rate on porcine liver tissue was shown to be relatively
insignificant from various experiments (e.g. Refs. 19 and 25). Constant speed of
elongation/compression of 1, 2, 5, 10, 20, 50, 100 and 200 mm /min are corresponded
to strain rates of 0.003, 0.006 0.030, 0.061, 0.151, 0.303 and 0.606 per second
respectively. Varying strain rate has little effect on hysteresis from the stress—
strain curves obtained from compression and then elongation testing. Hysteresis
is the energy dissipation between the loading and unloading of the tissue during
mechanical tests. Figure 9 shows the hysteresis measured during the cycle of
compression and elongation to zero stress state in combined compression and
elongation experiments with wvarying loading rates. There is little change in
hysteresis when the loading rates range between 5 and 50 mm /min.

As was also reported for other animal tissues,>> porcine liver exhibited
tissue relaxation. During the relaxation experiments, the liver tissue sample was
compressed, and then the compression was maintained, the amount of force
measured gradually decreased.?S At low loading rates (1-2mm/min), some tissue
relaxation was observed, while very fast rates (50-200mm/min) resulted in large
increments between data points. Liver tissue is not linear viscoelastic when the
loading rates are between 5 and 50mm/min. The loading rate of 10mm/min
was found to be the most suitable for extensive measurement experimments. This
corresponded to a strain rate of between 0.041 per second and 0.015 per second
since our samples ranged in height from 4 to 11 mm. This was consistent with values
required for our targeted application, that is, computer aided surgical simulation for

[t
T 621
i
7
1
e
544
8 1 L 1 1 1
My 20 40 a0 < 0
Loading rate (imm/minutes)

Fig. 9. Strain rate dependency of liver tissue sample: number of samples=>54 from 9 porcine
livers; diameter and height of the samples were 7Tmm and 5.5-10 mm respectively.
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abdominal surgery. Slightly higher strain rates were included in our study because
we needed to predict the initial response of liver to a surgical probe. By testing
all samples at the same rate, confounding effects of tissue viscoelasticity could be
minimized.

3.5. Incompressibility and Poisson’s ratio

When a solid is subjected to load., it deforms and changes its shape and volume. The
volume of an incompressible material remains constant when deform. Biological soft
tissues including liver have often been assumed to be incompressible. Liver tissue
incompressibility can be studied via measurement of Poisson’s ratio. The values of
Poisson’s ratio for most engineering materials are constant and range between 0.25
and 0.35.

With reference to a cylindrical sample of height H and diameter D under a
load 7, elastic elongation or compression in the direction of the applied load (known
as axial strain £,) is accompanied by contraction or expansion in the perpendicular
direction (known as transverse strain £;). Poisson’s ratio is defined as the negative
ratio of transverse strain to axial strain (g4, ). Poisson’s ratio is a material property
that has received relatively less attention. This parameter is difficult to measure
experimentally particularly for biological soft tissue which is generally heterogeneous
and anisotropic, in addition to its softness which makes handling difficult.

To determine Poisson’s ratio, a digital video camera was used to record the
compression and elongation process with force at each instant measured and noted.
The video was then processed, and broken into individual frames. Each frame was
processed to determine the mean diameter of the tissue samples D, and this value
was compared with the previous frame to determine AD. The Poisson’s ratios during
compression and elongation were readily determined since the axial displacement
AH is known. Figure 10(a) illustrates the experimental setup nsed to determine the
Poisson’s ratio of liver tissue, and a typical frame captured using the digital camera
was shown in Fig. 10(b).

In theory, Poisson’s ratio for a biological material can vary from less than zero to
over one half. This is in contrast to the 0-0.5 range for isotropic continua. Consistent
with the theory, we have determined that the Poisson’s ratio for compression and
elongation were 0.466 4+ 0.147 and 0.431 £ 0.155 respectively. The values were
measured from a size of 15 tissue samples for compression and 24 tissue samples for
elongation. Figure 11 compares the Poisson’s ratio for compression and elongation.

3.6. Anisotropy

Markers on the test sample were prepared and deformation of the sample during
experiment was recorded via a digital video camera described above. Figure 12 was
snap shots in the middle and end of the tension experiment. We observed that
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Fig. 10. Overview of experiments to determine Poisson’s ratio of porcine liver tissues: (a)
experimental setup for Poisson’s ratio measurement; (b) snap shot of tissue sample during
experiment.
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Fig. 11. Comparison of Poisson’s ratio during elongation and compression experiments of liver
tissue samples. Number of samples: 15 for compression; 24 for elongation.

there was a tendency for liver to displace in the direction of the force, which was
acting perpendicular to the cross sectional 2—y or horizontal plane. The originally
horizontal marker placed on the specimen remained roughly horizontal at the middle
and end of elongation. If there is no plane of symmetry or transverse, the marker
will fail to remain horizontal. The horizontal displacement from necking differs
from the vertical displacement. We did not observe any change in the shape of the
cross sectional plane of the sample. The porcine liver tissue sample is likely to be
a transversely isotropic material with the principal axis along the z direction or
vertical plane. Investigation on the anisotropy properties of porcine liver tissue has
been reported in Ref. T4.
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{a) During elongation test (b) End of elongation test

Fiz. 12. Snap shots of deformation of liver tissue sample during experiment.

In summary, liver tissue is incompressible and is not isotropic at the length
scale of approximately 10mm. The liver tissue also possesses a nonlinear stress—
strain behavior. It is not quite strain rate dependent. Linear viscoelasticity is not
significant at moderate strain rate experienced during surgery. The liver tissue
samples can be considered as a homogeneous material if they are extracted from the
surface of the liver organ. They are noticeably harder than brain tissue and softer
than kidney tissue.

4. Strength and Elastic Modulus of Liver Tissues

From investigation on the strength of liver tissue, the yield stress and strain were
approximately 2.5 x 10° Pa and 69.5% for compression. With this yield stress.
the compressive stress achieved by 1N was one order of magnitude less than
the yield stress. The resultant force-displacement relationship before and after
preconditioning was found to have not change with 1N of preconditioning load.
Precondition may not be necessary since surgeon interacts with non preconditioned
tissues and/or organ.

Assuming a linear elastic model, we determined that the mean modulus was
13565 kPa with a standard deviation of 0.7811 x 10° Pa. The mean yield stress was
—2.478 4 0.7811 x 10° Pa. The ultimate stress lies in the range of —1364 x 10° to
—4.054 x 10° Pa. The maximum compression at rupture was between 61% and 79%.
The measured parameters of the 13 in vitro destructive compression tests are listed
in Table 1.

Determining Young’s modulus of the liver tissue during elongation proved
to be harder than compared with that of compression. This was due to our
experimental method using surgical bond in attaching the specimen to the
measuring instrument. As described in Sakuma et al?® this method had an
advantage in stress concentration and possessed no slipping as in conventional
uniaxial tests using clamps. However, the bond adhesiveness was weaker compared
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Table 1. Material parameters measured from compression of liver specimens. The diameter and
height of each specimen was 7mm and 5 mm respectively. Stress is in terms of 1 x 10° N/m'1 and
Young's modulus is in terms of 1 x 10° N/m.?

Specimen Yield Maximum Break Young's
modulus
Stress  Strain (%)  Stress Strain (%) Stress  Strain (%)
1 —3.118 -7l —3.352 —T4 —3.066 —Th 1.299
2 —3.647 —T1 —3.767 —73 —3.611 75 2.055
3 —3.118 -3 —3.507 -5 —3.170 —Th 1.350
4 —2.810 —69 —3.144 -T2 —2.858 —T4 1.336
5 —1.048 -T2 —2.104 -4 —1.974 75 1.006
i —2.468 —75 —2.754 =TT —2.442 —T9 1.862
7 —1.822 -T2 —2.130 —T4 —1.689 —75 1.380
3 —2.546 —75 —2.754 =TT —2.508 —73 1.110
9 —2.468 —75 —2.754 =TT —2.442 —T4 1.5862
10 —3.637 -7l —4.053 —T4 — — 1.707
11 —1.546 —59 —1.689 —61 — — 0.707
12 —1.533 —53 —1.611 —60.5 —1.585 -1 0.890
13 —1.351 —G3 —1.364 — 64 —1.039 —70 1.039
Mean —2.478 —69.54 —2.691 —71.82 —2.313 —T4.36 1.355
Standard  0.731 5.825 0.862 5.988 0.805 5.104 0.413
deviation

Range (—1.351, (58, 75) (—1.364, (60.5,77.4) (-1.039, (61, 79) (0.707,
—3.638) —4.054) —3.612) 2.055)

to the liver tissue. The attachment gave way prior to the break point of the liver
tissue during elongation. In order to overcome this problem, separate tests using
clamps were conducted to measure the ultimate stress and strain. The measured
material parameters of all the seven tests are listed in Table 2. We determined that
the mean value of ultimate stress and ultimate strain were 6.9 x 10*Pa and 79%
respectively. Young's modulus was 227 kPa. This is significantly smaller than that
determined during compression.

For comparison, liver tissue was stiffer than the muscular tissue and somewhat
close to artery tissue. The artery tissue can withstand a larger strain compared to
that of liver tissue. It was reported in the literature that Young’s modulus, maximum
stress and strain of artery were 200kPa, 2 x 10° N /m? and 100% respectively during
elongation. For muscular tissue, the corresponding values were 30kPa, 2 x 10° N /m?
and 60%.

Note that engineering stress and strain were referenced in the above discussions.
For comparison, Young's modulus was measured from true stress and true strain
during elongation experiments. The Young's modulus ranged from 500 to T50kPa.
This was consistent with the value of 650kPa from experiments by Toyota Co,
Japan reported in Chui et al.*! It was typical for Young’'s modulus calculated from
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Table 2. Material parameters measured from elongation of liver specimens. Height is between 7
and 0.5 mm, stress is in 1 x 10* N/m,2 and Young's modulus is in 1 x 107 N/m.2 All specimens
have the same initial cross sectional area with diameter = 0.007 m.

Specimen Yield Maximum Young's modulus
Stress Strain (Ya) Stress Strain (Ya)

1 4.8 G8.89 6.756 36.67 2.046

2 4.8 G8.75 5847 86.25 2.161

3 2.9 71.76 3.378 T7.06 1.822

4 5.3 59.50 7.2 G8.0 2.620

5 a4 70.00 10.0 82.0 2.695

G 5.0 60.00 8.6 G5.0 2.857

7 5.3 32.00 6.7 38.0 1.727
Mean 5.826 68.7 6.926 T79.0 2.276
Standard deviation 1.89 T.61 2.088 9.32 0.448
Range (2.91, 8.4) (50.5, 82) (3.378,10.0)  (65.0, 88.0) (1.727, 2.857)

true stress to be higher than that calculated using engineering stress. Nevertheless,
the different was significant.

5. Mathematical Description of Liver Tissue Elasticity

A constitutive equation deseribes a physical property of a material. Its derivation
should begin with empirical measurements. There are two alternatives for
constitutive modeling: the continnum approach and the microstructure approach.
With the first approach, the material is assumed to be a continuum. The relevant
variables are identified; and these are related in a framework that ensures invariance
under a change of frames. This was our approach in this paper.

One of the earliest reported mathematical /experimental treatments of biologic
materials in the context of large deformation and modern continuum mechanics
was that of Ticker and Sacks, 1964 and 1967, according to Vossoughi.® Since
then, a number of constitutive models have appeared that described the passive
material properties of both hard and soft tissues. However, few deal with abdominal
tissues such as the liver. If the material is linear and the deformation is limited
and infinitesimal, then a simple linear relationship derived according to Hooke's
law might be sufficient to wniquely describe the stress—strain relationship. The
formulation is not unique for a nonlinear material capable of undergoing large
deformations. One constitutive model may well represent one type of soft tissue but
not the others, or a model may well approximate a portion of the stress—strain curve,
but not the entire space. The numerical complexity of these nonlinear functions is
also an issue for interactive computing using currently available computer hardware
and software.
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In Carter et al.'® and Davies et al.'®%* the authors described biomechanical
modeling with experimental indentations of animal abdominal organs, including
liver. Their study assumed that the tissues were isotropic, homogeneous and
incompressible. A nonlinear constitutive model based on a strain energy polynomial
function was used in Miller® to model liver and kidney, using experimental results
1.5 The experiments
approximated uniaxial compression under high strain rates typical for car crashes.
These nonlinear models were mimerically complex, and not suitable for fast medical

from in vivo experiments on Rhesus monkeys by Melvin ef a

simulation.

A well-known approach for studying nonlinear constitutive relations of bodies
capable of finite deformation is to postulate that elasticity has the form of an
elastic potential, or strain energy function, W. A number of constitutive models
based on strain energy have already been proposed to describe the passive material
properties of soft tissues. For solid hiomechanics, most of the work has concentrated
on blood vessels and myocardinm. There are fewer reports of work on lung, skin,
ligament, tendon, cartilage and bone tissue. Chui et al.?® reports strain energy
based constitutive relation that is derived from extensive measurements on liver
tissue samples. There are also some recent reports on empirical expressions for
fitting uniaxial tensile stress—strain relationship of soft tissue. These expressions
are generally computational efficient and do not reduce to the form of strain energy.
We tried to determine a constitutive equation that could fit the experimental data.
The theoretical curve should follow the shape of the average curve with small
standard error. Standard error is defined as root means square errors (RMSE), and is
calculated from the difference between the theoretical estimate and the experimental
measurement. To estimate the coeflicients for the nonlinear functions, software
for nonlinear least-square data fitting using the Gauss-Newton method could be
used. Generally, models with few material parameters are preferred for the purpose
of computational efficiency. Nuumerical stability of the parameters is desired for
finite element computation. Depending on the specific applications, the constitutive
model used is a trade off between computational accuracy and interactivity. Stress—
strain graphs of compression, elongation and combined compression and elongation
experiments can be found in Chui et al.®®

5.1. Empirical expressions

The most popular expression that is not reduced to the form of strain energy is
the exponential function by Tanaka and Fung.””® Tanaka and Fung proposed a
constitutive relation for soft tissue for simple uniaxial state of stress—strain as:

o= (c"+ ,ﬁ)ec1 (=2 _ oy,

where o and A are the stress and stretch ratio, o+ and A# corresponds to a point
on the stress—strain curve, €7 and C5 are the material constants. A variant from
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Fung?? with an additional material constant is,
T = (Ce% — 4

where T is the engineering stress, C'7, C's and C5 are the material constants. The
other empirical formulae proposed to fit experimental stress—strain data include

Kenedi et al.*¥ and Ridge and Wright.*" The former with two material constants is,
_ 1
T =0 = T

The empirical formulae are simple. However, they are limited to a uniaxial state
of stress—strain. These equations could model the stress—strain curve of elongation
reasonably well. Generally, they do not fit the experimental data on compression
of liver tissues well. All of these equations could not model the stress—strain curve
from combined compression and elongation experiments. A more general multi-axial
based formulation is preferred for medical simulation.

5.2. Strain energy functions

The strain energy for an elastic body is a function of the state of deformation. Let
X denotes a point in the reference configuration. The current position of the point
is denoted by x, where x is a function of time. The gradient of x with respect to X
is called the deformation gradient,

P ox\"
S \9X/)
The right Cauchy-Green tensor, C is a measure of the strain the body
experiences and is given by

C=FTF.

The constitutive assumption of nonlinear elasticity is that the stress tensor
at point x depends only on the material and the deformation gradient at x. If
the mechanical properties do not depend explicitly on the particular point x, the
material is said to be homogeneous. The liver tissue is assumed to be homogeneous
and incompressible in this investigation.

When a quantity is unchanged with a frame rotation, it is said to be invariant.
From C, which is a second order tensor, three scalar invariants can be formed by
taking the trace of C, C? and C®. They are

I = trace(C) = Oy, II = trace(C?) = C;C5 and I1T = trace(C?) = CijCixChi.

However, it is customary to use strain invariants

1, - 1
Lh=1 IL=z(I*~1I) and Is==(I" =3I 11 +211I) = det(C).
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Assuming that liver tissue is isotropic, the strain energy function can be
expressed as a function of the above strain invariants, W (I, Is, I5). We denote
A; as the principal values of F and I; is a function of A;.

Since liver is known to comprise highly incompressible material, det F = AjA2 Az =
1. Under uniaxial deformation, the cross-sectional area of the cylindrical sample
reduces by 1/A when the height of the sample is increased by a factor of A. By

setting A = Az, we have A\ = Ak = ﬁ Invariants I, Is and I3 under uniaxial
deformation can be evaluated as I; = A +2/A, o = 2A +1/A2 and I; = 1,
respectively.

For an elastic material, the second Piola-Kirchhoff stress tensor S can be
expressed in terms of strain energy W and Green—Lagrange strain tensor E as
B oW _ oW
~ OE  TocC
The Cauchy stress o is related to S by

S

1 T
o=<F S F

where J = det F. Component of & in the tensile or compressive direction could now
be expressed as partial derivative of W by the invariants.

oW /o, 1 oW 1

Cauchy stress o is related to the first Piola-Kirchhoff stress tensor T by

1
_lF.T.
77

Since o = AT, we can deduce from Eq. (1) that

20W [, 1\ 20W 1
T2 (e D) 22 (o1
N oL ( A)+A8I3 ( ,\f)

Suppose that the original cross sectional area of the cylindrical sample used in
our experiment is Ay and the tensile or compressive load is F,

r- I
Ag
Suppose that the original length of the cylindrical sample is Lg, the displacement
is AL = Lg(A—1).

T and AL are concurrently measured in the experiments. By comparing the
experimental curve obtained by plotting T against A with the theoretical curve
from Eq. (2) obtained using various strain energy functions, the strain energy
function that can best represent the material behavior of porcine liver tissue could

(2)
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be determined. For example, with the following Mooney—Rivlin energy function with
nine material constants (known as the 9-constant theory),*

W = Cy(I1 —3) 4 Co(I; —3) + Cs(Is — 3)* + Cy(I; —3)(I> — 3)
+C5(I2 —3)* + Co(Ih —3)* + Cr(I1 — 3)*(I» — 3)
+Cs(Iy —3)(I2 — 3)° + Co (I, — 3)°

where C, Oy, C5, Cy, C5, Cy, C7, Cs and C'y are material constants. The stress—
strain relationship could be derived by substituting W into Eq. (2). The resulting
equation was highly complex, with the highest order term having a power of 6 and
the lowest order term having a power of —5.

Equation (3) is the 2-constant version of the energy function for the Mooney—
Rivlin material.

C Cs
W= 71(11 —3)+ (I =3) (3)

where 7 and 5 are material constants and Cy, C5 > 0. Similarly, partial
differentiation of W, with I; and I, obtained from Eq. (2) yielded the following
stress—strain relation.
Ci 9

whereA is equal to strain plus one. For ease of discussion, we simply refer to
T = f(A) as stress—strain relation. How well this stress—strain relation represented
the experimental data could be evaluated using this stress—strain relation. Our
assumption on isotropic, homogeneous and incompressible liver model is consistent

with recent literature!:18.95.41.42

on modeling of abdominal organs for surgical
simulation.

There are several types of strain energy functions: polynomial, exponential,
logarithmic and power. The Mooney-Rivlin material is an example of a strain energy
function with polynomial form. The simplest polynomial-based energy function is
the neo-Hookean model, which was originally applied to incompressible nonlinear
elastic engineering materials. The neo-Hockean model is a subset of the Mooney—
Rivlin model with €5 = 0. There is only one material constant C'; in this equation
shown below:

W = C]_(I] — 3)

An exponential form of strain energy due to Fung?® and Demiray®* is shown as
follows,

G
W=__L 2li=3) _q
ch(e )

where C'1 and C5 are material constants, and €, Cs = 0.
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246 I. Sakuma and C. Chui
Other exponential strain energy function includes Veronda and Westmann**
shown as follows,

W = Cy(e“ =3 _1) 4 Oy(I — 3) + g(I5).

If liver tissue is assumed as incompressible, g(I3) = 0.

A related class of exponential equations with logarithimic form was proposed
by Hayashi and Takamizawa.*®*" The equation was intended for transversely
anisotropic material:

1 2, 1 2
W = —C]_lll (1 — 503(1—1 — 3)‘—‘- 503(14 = 1)“ +C4(I1 —3)(I4 =3 l)) q

The corresponding logarithmic equation for isotropic material is as follows,
W = —C]_]ll(l — Cg (Il — 3))

The main difference between isotropic version and the original Hayashi equation is
the absent of invariant I in the former. This invariant was not applicable with an
isotropic material.

The fourth type of commonly used constitutive relation is the power law of the
form T'= KS™ where T is the Lagrangian stress tensor, S is the strain or strain
rate tensor, and K and n are the material constants. The advantage of power law
stress—strain function is its simplicity. The following equation originally proposed
by Tanaka and Fung®” was used to model the zero-stress state of blood vessel walls

in Xie et al?7

T=0Cy(\—1)"

Other applications of the power law energy function include the formulation of
extrafibrillar matrix of tendor material as a hyperelastic material using Odgen form
of strain energy function*” expressed by,

3
Ch ' os . i
I’V= —n /\O.qc:" /\g.ann /\D.au,, .
;O.ﬂ( 1 + A + A7),
3
T _ %(Aﬁn _/\D.Da,k—l).
n—1

A variant of Odgen model was proposed in Bogen et al.®® to describe passive
myocardial behavior, where € and 5 are material constants. The equations were
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as follows,

W= %(/\fﬂ +AS2 4052 —1),

0 =Ci(AT? + A7),
The corresponding first Piola- Kirchhoff form of Bogen equation is

T=Cy (AT a0,

a5 . .
1-? can be derived in the same

The combined logarithmic and polynomial mode
spirit as the derivation of combined exponential and polynomial model in Fung
et al® At low strain, the logarithmic component in the combined model was
small, and the polynomial component was the dominant one. Their roles were
reversed at high strain. The combined logarithmic and polynomial model is therefore
advantageous in describing the entire stress—strain curve. Note that the Veronda and
Westmann model also has both exponential and polynomial terms. The Veronda and
Westmann model was a sum of an exponential fimetion and a polynomial originally
for constitutive modeling of the skin. The combined logarithmic and polynomial
equation for isotropic materials is as follows,

—C
W= — Yn(1 = Co(, —3)) + Cs(h —3).

To simplify the discussion, we referred to this equation as the combined
logarithmic and polynomial model or combined energy model.

Almost all the constitutive models provided good fits for the experimental
data over the elongation region. The fits for the neo-Hookean and the NMooney—
Rivlin (2-constants) were not acceptable for the purpose of fitting the entire curves.
Not all equations provided good fits for the experimental compression data. The
Tanaka model conld not match the compression stress—strain curve since a power
equation could not represent compression since the theoretical stress computed
using this equation was always positive for all positive stretch ratios. Failure of
these equations to match the experimental data of combined compression and
elongation test was partly due the difficulties in representing both negative and
positive domains mumnerically. A RMSE of greater than 120 Pa is considered a bad
fit. The combined energy model and Mooney-Rivlin (9-constant) model were the
only models that could adequately represent these data.

The best constitutive model appeared to be the combined logarithmic and
polynomial equation.®® The combined energy equation provided a good fit for the
stress—strain relationships in the tests involving compression followed by elongation,
as well as consistently matching the independent compression and elongation
data. Although the combined model has larger RMSE than that of Mooney—
Rivlin (9-constant, the former has smaller number of material constants and the
parameters are munerically more stable. With Mooney—Rivlin (9-constant) model,
the material parameters varied widely a parameter could be positive in one
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248 I. Sakuma and C. Chui

Table 3. Material parameters of combined energy model
in representing elongation, compression and combined
compression and then elongation experimental data.

o
W= Tl In(1— Ca(I; — 3)) + Cs(I; — 3)

Elongation  Compression  Combined Compression
and Elongation

[&5] —33T.7 —T8381.1 —342.4
Ca 2.2 1.6 1.9
[8F] —287.7 —3041.4 —136.0

representation and negative in another. This pitfall was typical with polynomial-
based constitutive equation. It could cause very different mechanical behavior
in 3D cases and pose serious accuracy issues during numerical analysis such as
finite element method.*® Table 3 lists the material constants used in the combined
energy model to fit the average stress—strain curve respectively from elongation,
compression and combined compression and elongation experiments. More details
on the curve fitting results can be found in Chui et al>®

We repeated the analyses for liver tissue with poreine kidney and brain tissues.
The experimental conditions and procedures were the same for all three types of
soft tissues. A close fit was possible with the combined logarithmic and polynomial
model. The combined logarithmic and polynomial model could model these tissues
with similar errors, and small deviations in material parameters. The polarity of the
parameters did not change in the combined model. This demonstrates the suitability
of our combined logarithmic and polynomial energy function as the model of choice
for soft tissues in general and liver tissue in particular. The experiments with porcine
kidney and brain tissues were conducted preliminary with five test samples each.

5.3. Image based inverse finite element parameter estimation

Although the strain energy based constitutive equations are generally valid for three-
dimensional stress state, the material parameters determined in this section are
limited by the uniaxial loading experiments. Typical multi-axial experiments involve
frozen tissue. This will inevitably alter the biomechanics of underlying tissue. Image
based inverse finite element parameter estimation could be used in conjunction
with uniaxial combined compression and elongation experiments to determine the
material parameters of liver tissue in three-dimensional stress state.

Figure 13(a) is a flow chart that illustrates the process. Input to the method
was video images of the deformation. The video was processed and separated into
individual frames of deformation with known force and time. A displacement driven
axisymmetric finite element model of the tissue sample was developed to determine
mechanical properties of liver tissue (Figure 13(b)). This generic model was adjusted
to represent liver tissue sample height measured during experiments. The diameter
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Combined Compression and Elongation and their Application 249

of the sample was set at T mm. The planar surface was assumed to be flat and
bonded to the hard rubber plates. Due to asymmetry, only 1/8 of the tissue sample
is required to be modelled. The model comprises of eight nodes brick elements.
MARC 7 a commercially available finite element solver is used in conjunction with
Patran 2001 (MSC Software Corporation, USA), a pre- and post processor for CAE
simulation, in the solution process as well as material properties assignment. From
the list of instantaneous parameters, a set of parameters is selected based on its

Recall that Piola-Kirchhoff stress can be expressed in terms of energy W and
Green-Lagrange strain Fj;as follows:

%= BE

ij

S

Guess initial
material —

pararneters

Deform finite
element model

Cutput
material
parameters

Alter material Parameters

Fig. 13(a). Overview of image based Inverse finite element parameters estimation: flow chart for
estimation of material parameters for instantaneous deformation.

®) ) j
3.5 mm
Rigid attachment 1"l'iCti0fQ3(
contact
f=1
&
=
g
1]
% 2.5 mm
-l -
< >

3.5 mm

Fig. 13(b). Overview of image based inverse finite element parameters estimation: finite element
modeling.
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For modeling of biological soft tissue, a popular constitutive equation was
the psendo-strain-energy function proposed by Fung.”? Following is the original
generalized exponential equation where aijr, Fo, Bmnpg. Vij and kijp are constants
to be determined empirically,

1
Hv'r = EaijkEij Ekg + (."30 + |3?nanEﬂlﬂqu) GXP(U,;jEij -+ KijkEijEkl + - )

The derivation could be illustrated by first considering a two dimension
problem space. Following equation is the simplified 2D version that is valid for
the physiological range. Note that Epsis the shear.

. 1 -
W = 5(0’15121 =+ QQE%Q + &aEfg =+ G3E§1 -+ 2&4E1]_ng_>)

1
+ 30 exp(alElgl + &ngg + (1,3_5122 + &3E§1 + 2(14E]_1Egg

+ B + wES, + vy EY Eay + vs 1 EY).
By having ©'s terms equal to 0, the equation can be simplified further to
W = f(a,E)+ Cexp(F(a, F)),
where
fla,E) = anEfy + axF3, + asEy + a3 ES) 4+ 204F11 Eoo,
F(a,E) = a1F3, + ayF3, + a3 Ef, + azE7, 4+ 2a4E 11 Eas.

If we are considering physiological range only and have no concern on very small
strain, we can simplify the exponential energy function further to

W = Cexp(F(a, E)).
Assuming that liver tissue is isotropic (E12 = E21),
F(a, E) = (] (Efl + E%g) + 2[1-3}‘__;'%2 + 2(1.4E1]_E32.

Following is the corresponding exponential term in a 3D problem space. The
assumption on material isotropy implies that Eyo = FEoq, Eay = Eso and Ey5 = E5.
Also a1 = as = as, ay = as = a5 and a; = ag = ay. This leads to

F(a,E) = a1E7, + asE3, + a3 E3y + ayFj, + a,E3,
+ a-gE‘g?S + a','JEgg -+ agEfS + a'GEg]_
+ 2(1.7E11E33 -+ 2&3E33E33 + 26!-9E33E11
2 2 2 . 2 2 2
= a1(E{y + Fiy + F33) + 2a4( By + B35 + E5p)
+ 2a7(Ev Ehg + EooBas + Esg ).
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Hence,

1

W = Cexp(Fla, E))
where

F(a,E) = a1(E}) + E3, + E5y) + 2a4(Ef, + B3, + E3))
+2a7(E11Eva + EasEos + Es3Es1)
Note that if effect from shear is not considered then as = a5 = ag = 0. If the effect

similar to Poisson’s ratio is negligible, a; = ag = aq = 0.
Equivalent logarithmic energy function is given as follows:

W = — ln(F(a; E))

where
F(a,E) = %(E%l + E3, + E%) + as(EL, + B3, + E3))
+a7(En Ero + EgoEos + Es3E57).

The corresponding comhbined logarithmic and polynomial energy function is as
follows:

W= _%’ In(1 — F(a,E)) — %F(G.EE) + M

where
F(a.E) = %(Ei + EZ, + E3) + ay(Ef, + E5, + E3)
+a7(En B + EyEos + EssEsy)

a . .
%( ?1 + E%Q + E§3) + all(E122 + E§3 + Egl)

+ @12(E11 Ero + EanEos + EssEsq).

Fl(a,E) =

In modeling the uniaxial tension/compression tests that we performed, the
shear terms are ignored. The exponential strain energy functions in 2D problem
spaces become

W = C exp(F(a, E))

where
F(&.E) = (I.](Efl + Egg) + 2&-4E11E23.
The corresponding equation in 3D is

W = Cexp(Fla, E)),
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where
F(H-_,E) = al(Eg__}l + E222 + E%S) + 2(17(E11513 + Eijga + E33E31).

The equivalent logarithmic energy functions in 2D and 3D problem spaces are

respectively,
W =—-Cln(F(a,E)),
where
F(a,B) = Z-(E} + BR) + asEn B
and
W = -Cln(F(a, E)),
where

a 2 2 2
F(QE) = ?1(5‘-_71 + EEZ + E’QTS) + (17(E11E13 + EosEoy + E33E31).

The combined logarithmic and polynomial energy function for non isotropic
material in 3D space is

W= —gln(l — F(a,E)) - gF(a,E) + M
where
Fla,E) = G_I(E%I + B3, + E3) + a7(E11 Era + Ess Eos + Es3Fs1),
Fi(a,E) = 2B} + B3, + E3) + ar2(En Bz + B Eas + EsaFay).

The inverse approach to determine liver material properties involve comparing the
experimental data with theoretical stress and strain calculated using finite element
method. The liver material properties are expressed in terms of material constants
in various energy functions.

Figure 14(a) illustrates the comparison of images of experiments and finite
element deformation of the liver tissue sample at six regular intervals. It is possible to
abtain a good fit with the stress—strain curve from elongation test using appropriate
material parameters as shown in Fig. 14(h).
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Fig. 14(a). Results from inverse finite element parameters estimation: matching of deformed
model and images of experiment.

by 6000
Theoretical estimation > 3
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Fig. 14(b). Results from inverse finite element parameters estimation: curve fitting of

experimental stress—strain curve.

5.4. Multi-linear constitutive equation

Fast computation with reasonable accuracy is desired in computer aided surgical
simulation. A multi-linear constitutive equation defined on the concept of equivalent
stress may be appropriate for such applications. The constitutive model assumes
that the mechanical properties of liver tissue are isotropic and could be defined
using instantiated elastic modulus and Poisson’s ratio from stress—strain curve.
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We refer to a cylindrical sample of liver tissue undergoing uniaxial tension
and/or compression test. If the slope of @ versus e is plotted against , the result
was a roughly straight curve. We may fit this experimental curve by a series of
straight lines, i.e.

do

i =ai(c+3), 0<o<o
do

e =&2(J+_ﬁl); 5 <o <oy

An integration gives

o+ G =crexp(aig), 0<o <o

0+ G = caexplase), o1 <o <o

o=ciexp(ae) -5, 0<o<m

< (4)

0= coexp(ae) — G, o1 <T=< 0

The integration constants can be determined by curve fitting this equation with
the original experimental stress—strain curve. Stress is used to define the intervals.
Strain can also be used by simply start with a curve with slope of o versus £ is
plotted against .

Representation of the stress—strain curve can also be done via piece-wise
approximation using linear functions treating each line segment as a linear elastic
material. Following is the bilinear constitutive model:

g=FEyg, e<e”

og=F(g—&")+ Epe”, £>&",
where Fy is Young's modulus at the toe region, £* is the strain at toe-linear region.
An issue with this model is that it is very sensitive to the definition of the maximum
stress. The following multi-linear constitutive model is proposed to represent the

nonlinear material model.

o= Fyey, <&
i—1 i—1
p— . P - .- - *
o=FE;i|e& E £ —O—E Eie;, e>¢],
=0 F=0

To define the intervals g, curve fitting was applied on the de — g curve with
Eq. (4). A region/interval was established when the residual error from the fitting
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was greater than a tolerance. In this study, a very small tolerance of 0.00001 was
used.

U=01(£+Cg)=016+03

where C'y, C> and C5 = C1C5 are constants, and de is the Young’s modulus. Hence,
the relation at each interval is expressed in terms of straight lines. The parameter
' represents the rate of increase of the elastic modulus with respect to increasing
tension or compression corresponding to the slope of the curve. The parameter Cj
is the intercept of the straight-line segment extended to zero stress.

Note that unloading at the same strain rate results in similar straight lines with
different slopes. In view of the significant difference during loeading and unloading
of liver tissue, loading and unloading should be in fact considered as two different
materials. Only loading curve is considered. The multi-linear constitutive model
is a more direct approach compared to the exponential based method and is the
focus of this section. Multi-linear constitutive model is also applicable to Poisson's
ratio. However, the Poisson’s ratio of liver tissue was found to vary around 0.5, and
considering the infusion of blood in patient’s liver organ, we assume that liver tissue
is incompressible.

5.4.1. Equivalent stress and strain for multi-axial state

The constitutive equations described above are often good practical choices for fast
surgical simulation with less emphasis on accuracy. They do not reduce to the form
of strain energy and generally are not valid for three dimensional stress states.
To relate the uniaxial stress—strain relationship represented by these constitutive
equations with the general multi-axial stress—strain relationship, equivalent stress
and strain is proposed as the “bridge” for this correlation.

The engineering stress T is the load F' divided by the cross-sectional area of
the specimen at zero stress state, Ap. The engineering strain e is defined as the
ratio between displacement (Ly — L) and the original length of the specimen L.
T and e were measured in our experiments. As was described earlier, liver tissue
being a nonlinear material, true or nature stress o and strain £ should be used since
we seek to model large strain deformation. The following definitions for true stress

Ly dL _ L
g—f dE = f ! (5)
Lo LD

where dL is the incremental change and L is the length at beginning of increment.

and strain are used.
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where A is the instantaneous cross sectional area of the deformed specimen. From
Eq. (5) and definition of engineering strain, we arrived at the following relationship
between engineering and true strain,

e=In(l+e¢e). (6)

Similarly, the following relationship between engineering and true stress can be
established,

o=T(1+e).

After determining the true stress and stress from uniaxial experiment, it is
necessary to relate this uniaxial observation to stress and strain in the general
state. For this purpose, we assume that for any given stress state, there exists an
equivalent uniaxial stress state generally associated with plastic deformation.®® For
realistic simulation of 3D deformation, it is suffice to define six stress components
(02:0y, 0., Toy, Tyz, o) and six strain components (€.,8y,€.,Vay, Vys, Vap) under
multi-axial stress—strain state. The equivalent stress ., also known as von Mises
stress and equivalent strain e, are defined as follows
! ) 2

0. = — ([0, — Uy)? + (o, — o)+ (o, — 0. ) + 6(Tey + T;z + 7))

V2

8=/(l€e,

where de. is the strain increment defined as follows

V2

de. = ?((dex —dey)’ + (dey — de.)” + (de. — deo)” + 6(dvZ, + dvy, + dv2,)).

During finite element simulation with multi-axial state of stress, the computed
stress of the finite element will be first converted to the equivalent stress. This
is to select the appropriate region in the multi-linear constitutive model for
representation of the material properties of the soft tissue at the finite element.
Under uniaxial state of stress,

o, =0

O3 = Oy = Tay = Ty = Tz = 0.
We assume that liver is isotropic and incompressible. Hence,

£, =€
£
E:I::Ey:_

1|

Vpy = Uy, = Ve = .
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Since o, = ¢, = ¢ and similarly for strain, followed by integration by parts,

5.5.:/0!5:6.

Hence, it is suffice for us to assume that the equivalent stress is the true stress
and equivalent strain is the true strain under uniaxial state of stress and strain.

Figure 15 illustrated the variation of elastic modulus calculated from average
true stress and strain curves with true stress during compression and elongation
test. The variation in elongation was relatively smaller and could be represented
using several straight lines. Nevertheless, in the case of compression, we observed
much disparity in the fitting the experiment data with straight lines. More straight
lines were required to fit this experimental data. The variations defined the intervals
where elastic modulus is desired.

(a) A

(zUyN 0 1X) Snmpogy dusefy

Iz 8 T 0
Stress (x101 N/m#)

'y

=
=N

ot
-
L

(UGN (0 TX) SOMUPORY JMse[T
12 -II—

Y

0 1 2 3

Stress (x107 N/m?)

Fig. 15, Variation of elastic modulus with stress for (a) elongation and (b) compression. The
stress for elongation and compression was an average of the data listed in Table 1 and Table 2
respectively.,
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Table 4. Material parameters of equivalent stress and
strain based multi-linear constitutive model.

o= Epsp, <&

a—1 i—1
O’=E‘j £ — E € + E Ej‘sj: € > gy
F=0 i=n

Strain Intervals, Elastic Modulus, Stress Intervals
&i E;(x10* N/m?) (x10* N/m?)
—0.57 to —0.60 —424.133 —11.067 to —12.724
—0.55 to —0.57 —553.350 —9.180 to —11.067
—0.52 to —0.55 —305.999 —6.348 to —9.180
—0.48 to —0.52 —158.699 —4.887 to —6.348
—0.46 to —0.48 —244 380 —3.404 to —4.887
—0.42 to —0.46 —85.112 —20101 to —3:404
—0.36 to —0.42 —35.018 —0.887 to —2.101
0.00 to —0.36 —2.465 0.00 to —0.887
0.00 to 0.38 1.176 0.00 to 0.447
0.38 to 0.43 17.600 0,447 to 0.880
0.43 to 0.48 34.740 0.880 to 1.737
0.48 to 0.52 63.699 1.737 to 2.548
0.52 to 0.54 148.154 2.548 to 2.963
0.54 to 058 95.502 2.963 to 3.820

6. Finite Element Simulation of Soft Tissue Deformation

Accuracy and computational time are two main constraints in the practical
application of soft tissue modeling. Depending on the applications, there are
different requirements in these two criteria. Typically, simulation for surgical
planning may have from 30 s to 1 h to deliver a clinically relevant result for outcome
prediction. A surgical procedure training system will have computational time in the
order of 0.1 5 to achieve smooth user interaction whereas accuracy of deformation is
not necessary of primary important. There were interactive computer simulations
based on techniques in biomechanical engineering and computer graphics, e.g.?
An approach in simulation of soft tissue deformation is via finite element
method. Finite element based simulation of soft tissue deformation have been

65657 a5 well as elastic image registration.”®"9

applied both in surgical simulators
The multi-linear constitutive equation is an appropriate material model for surgical
training application that demands fast computation with reasonable accuracy. The
strain energy based constitutive equations should be used when higher accuracy is
desired.

The main motivation of employing von Mises stress in multi-linear constitutive
model is its ability to predict nonlinear stress—strain relationship at and after yield
point. In order to validate the hypothesis of our scheme in relating the multi-axial
stress and strain with that measured during uniaxial experiments, independent
experiments were conducted, and the recorded experimental deformation were
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Load cell ———» Measuring

machine
Metallic
indenter
Liver
A
T
L1
_______ 2
——————— —
Clear
Silicon
Profile block

microscope

» Monitor
-

Fig. 16. In wvitro experiment with multi-axial deformation. Tissue of rectangular shape was
extracted from porcine liver organ and placed inside a hole of the same size in a silicon block.
The deformation of the liver tissue was recorded using a profile microscope. Insert is snap shot of
experimental tissue sample at zero stress state.

compared with that of the corresponding finite element simulation using the multi-
linear constitutive equation described above. The experimental setup (Fig. 16)
was similar to that of our uniaxial experiment described earlier. A rectangular
block of porcine liver tissue sample with dimension 30mm x 10mm X 10 mm was
used in an indentation test. The test resembles the multi-axial structure problem
involving local load on half space. A uniform load from an indenter with a square
base (10 mm x 10mm) was applied on the top surface of the sample. The sample
was placed in a transparent silicon block with dimension 30 mm x 10mm X 10 mim.
Recording of the deformation was done using a profile microscope. The loading rate
and other conditions were the same as that of the compression and elongation tests
at 10 mm/min.

Figure 17 shows finite element simulation of the rectangular block sample, and
corresponding deformation on the X—Y plane recorded at various time steps. In
this simulation, we use MARC 7 for finite element analysis and Patran 2001 as
pre- and post processor. There were a total of 657 TETRA4 elements and 208
nodes in the model. The material was represented using the multi-linear constitutive
model. Boundary conditions are imposed at the bottom and the four sides. Since
the deformation is relatively large at 1 mm, 2 mm and 3mm, geometrical nonlinear
condition was imposed and hence, a nonlinear solver was used in the solution
process. The simulated deformations were compared with the recorded images
during the experiment. It was observed that the deformation from finite element
simulation consistently smaller than that of the recorded images by an almost
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Indentation: 1 mm Indentation: 2 mm Indentation: 3 mm

Fig. 17. Finite element simulation of multi-axial deformation experiment. (a) The simulated
deformation (drawn with mesh lines) is compared with the recorded deformation at various
instants. (b) Equivalent stress distribution at 3 mm indentation.

constant area. This inconsistency was possibly due to the imperfect condition of
the experiments. For example, friction was not considered in the computational
study. Although precaution have been taken to avoid the liver tissue becoming
dry, friction was inevitable. Nevertheless, this shortfall is rather consistent. The
simulation is reasonably accurate if this offset is considered.

To quantitatively evaluate the “match” between the computational and
experimental deformation, we use the root-mean-square value of the residual as the
quantitative standard error indicator for the match. Residual can be defined as the
difference between the observed and predicted data. Suppose that A is the residual of
deformed contors predicted by the computational method and experimental method.
The root-mean-square value is equal to norm(A)A/n where n is the number of
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elements in A, and norm(A) = /> A%. The standard error for the deformation at
deformation 1 mm, 2mm and 3mm are: in z direction 0.48mm, 1.15mm and
2.02mm; in y direction — 0.63mm, 1.11 mm and 0.22 mm. The average percentage
of error is 8% and 4 % respectively. The relatively small error prompted us to believe
that the computational deformation will match the corresponding experimental
deformation if the rather consistent shortfall described in previous paragraph has
been taken care off. Hence, the validity of using equivalent stress and strain as the
“bridge” to transform the uniaxial experiment and constitutive model to the general
multi-axial state was demonstrated.

The strain is generally greater than 10% during surgical simulation. This is large
deformation by definition. Numerically, static finite element method, also known as
small strain theory, does not apply here. In this case, finite element method based on
finite deformation should be used. In the previous paragraph, the nonlinear solver
takes an average CPU time of 0.1 s for a 17 steps deformation analysis on an Intel
Pentium IIT 1.2 GHz notebook computer. This is equivalent to about 10 frames per
second. Figure 18(a) is a high resolution finite element model of human liver organ.
Figure 18(b) shows the corresponding low resolution finite element model deformed
under force applied from the front with a large probe. The deformation is near real
time with approximately 12 frames per second using a customized nonlinear finite
element code. It might be possible to achieve real time interaction for the high
resolution model if deformation can be considered local and small strain theory is
applicable.

The requirement of fast computation prompted many investigators to exploit
the possible use of small strain theory in medical simulation. For application of small
strain theory, we can divide the large deformation into a number of much smaller
displacement steps. For each small displacement step, the strain components are
computed using Cauchy’s infinitesimal strain tensor formula. Note that in this case,
the incremental errors introduced by small strain formulation were assumed to be

(a) (b)

Fig. 18. Finite element modeling and simulation of human liver organ, (a) High resolution finite
element model; (b) deformation of low resolution finite element model of liver with 3470 linear
tetrahedral elements and 1079 nodes.
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small and can be neglected

B ou B v B ow
EI_E Ey_a_ye Ez—a

y zl(@+@) y zl(@+%) , zl(‘f’_ﬂ+%)

o9 \oy ox)’ Y 2\8z oy) T 2\8z O8z)°
where w = u(z,y,z), v = v(z,y,z) and w = w(z,y,z) are the displacement fields
in the z, y and z directions respectively, from one small displacement iteration to
another. Nodal stress in the finite element is then computed using conventional
linear finite element method.

Figure 19 illustrates a 2D deformation of the liver due to needle insertion using

the small strain theory and the multi-linear constitute model. A frictionless contact
was assumed. We also assume that a node fails when the stress at the node is greater

(b) | (c)
(¢}

R
=

£

g oy
0
180
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Fig. 19. Finite element simulation of liver deformation due to needle insertion: (a) planar view
of a human liver with a synthesized tumor; (b) deformation of liver surface due to insertion of
needle; (c) deformation and subsequent cutting of liver tissue during needle insertion; (d) view
of the deformation sequence using multi-linear model; (e) view of the deformation sequence using
linear elastic model.
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than the break stress of liver during compression (2.313 x 10° Pa). In Fig. 19(b), the
liver surface was first deformed by the introduction of a needle. The deformation of
the liver continues until the maximmum stress of the liver tissue reached in Fig. 19(c).
Figures 19(d) and 19(e) compares the deformation sequence from the multi-linear
model and that of the linear elastic model a constant Young's modulus at 625 kPa
(see Sec. 4). The former agrees with the nonlinear force-displacement behavior of
liver tissue during deformation and is clearly closer to the deformation observed
during surgery.

7. Concluding Remarks

An experimental approach can be adopted in the study of biomechanical
modeling for computer aided surgical simulation. The approach involves deriving
the theoretical models based on experimental results from customary designed
experiments, and validating surgical simulation that are based on these models
using experiments. The focus of this study is on liver organ.

Understanding the biomechanics of liver is important in virtual reality based
surgical simulation as well as actual surgical intervention and medical image
registration.”® ! Various methods on measuring and modeling of tissue for
computer aided surgery have been reported in the literature. These include
simple poking interaction using biological or phantom tissue, e.g 5253
characterization of tissue, e.g.®% as well as uniaxial loading and indentation
experiments with porcine liver.!?:2%:2%:2% Tq validate the biomechanical model, Howe
and colleagues developed a phantom known as “Truth Cube”.%® However, the truth
cube does not consider tissue probing and cutting which are among the most

viscoelastic

common surgical tasks. Recent study® has attempted to compare human and
porcine kidney tissues. It is generally believe that the mechanical properties of
hnman and porcine liver tissues are similar.

"alidation of computer aided surgical application is itself a challenging problem.
In order to have adequate validation of, e.g. needle insertion, we need to track the
needle path possibly using some imaging modalities, among the many practical
issues to be considered. Although we are confident of the clinical viability of the
biomechanical model and simulation, there remain some challenging research issues
that warrant further investigation.

7.1. Methods of erperiment

There are limitations with the uniaxial elongation or compression experiments in this
study. The alternative multi-axial tests will subject the tissue sample to tremor such as
extensive cutting and possibly freezing. We have conducted independent experiments
and found that freezing will cause significant changes to the mechanical properties
of liver tissue. Hence, we are of the view that uniaxial test is a feasible and preferred
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approach in this context. Given that the standard deviation of the experimental stress—
strain data was high, it is important to improve the accuracy of subsequent numeric
computations in analysis. A possible statistical method is normalization which is a
process of scaling the numbers in a data set. A way to normalize the stress—strain
data is to center the strain data at zero mean and scale it to unit standard deviation.
The “goodness™ of fit could be improved with the normalized stress—strain curve. The
standard errors in curve fitting should be smaller.

To relate the general multi-axial state in 3D deformation with the stress—strain
relation from uniaxial test, the concept of equivalent stress and strain could be nsed
as the intermediate layer. The mechanical properties of liver tissue can possibly be
defined upon the lower level liver lobules. The work on measuring and modeling
the mechanical properties of liver lobules is on going. Relating tissue at macro and
micro scales were previously investigated by Vawter et al% for lung.

An interesting topic for our future pursuit in experimental biomechanics is to
measure the mechanical properties of liver cells and investigate their relationship
with the liver lobule and the liver tissue. Preparation of the liver cell sample and the
associated engineering issues such as micromanipulator control are problems that
we have faced in our attempted investigation beyond liver lobule.

7.2. Viscoelastic properties of liver tissue and constitutive modeling

The fact that there is considerable difference in stress response to loading and
unloading implies that the history of strain affects the stress, and hence, liver tissue
is a viscoelastic material. As first approximation, the viscoelastic properties are
assumed to be negligible. This assumption is supported by the observation that
the liver tissue is relatively strain rate independent. The contribution of linear
viscoelasticity is small relative to overall mechanical properties, particularly for
computer aided surgical simulation when the strain rate has less variation and is only
moderate quantitatively. Nevertheless, by incorporating the viscoelastic properties
of liver tissue into the study will inevitably improve the proposed model.

From our experiments, the average relaxation times for constant strain and
stress after compression and elongation are 6.9s,51.2s and 17.5 s, 24.0s respectively.
The corresponding relaxation modulus for compression and elongation are 45.9 N/m
and 101.1 N/m respectively with a standard linear solid (or Kelvin model). The
resultant stress—strain relationship can barely represent up to 10% of the strain.
The study reveals that a linear viscoelastic model is possibly not adequate. Liver
is a highly nonlinear viscoelastic material. A nonlinear viscoelastic model which is
very computational intensive is required for high accuracy.

The viscoelastic properties and shear forces of soft biclogical tissue were
considered in some recent studies on constitutive equations for liver tissues, e.g.
Refs. 68 and 69. There were more studies on viscoelastic properties of brain tissues,
e.g. Refs. 70 and 71 since brain tissue is more viscous. Viscoelastic behaviors of liver
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tissue sample had also been detected in our relaxation and creeping tests, and were
reported in Ref. 26. We are in the process of introducing a strain rate dependent
component into the combined energy constitutive model. This effort to include the
nonlinear viscoelastic effect of liver tissue will be done keeping the computation cost
as low as possible so that the model remains feasible for computer aided surgical
simulation.

7.3. Hepatic blood flow and biphasic poroelastic constitutive modeling

Load testing with an extremely vascular organ such as liver (0.4-1L of blood, 80%
of mass is from cells) under er vive conditions could produce elastic and viscous
behaviors that are different from in wive conditions.™™ Liver is very unique in its
microanatomy relative to hepatic arterial, portal venous (unique dual input supply)
and hepatic venous blood with interconnecting lobular sinusoidal anatomy. Other
organs will behave differently when distended with blood under normal vascular
pressures.

A living liver is porous, and possibly a biphasic poroelastic model may better
represent the experimental data if liver tissues are submerged in circulating Ringer’s
solution during experiment. To our best knowledge, poroelastic model has not been
applied to represent liver’s mechanical properties. In addition to its complexity, the
poroelastic model has its limitation in biological application — unlike engineering
materials such as porous rock, the fluid flow through tiny vessels in the case of
liver tissue. These micro-vessels known as capillaries have tangible walls that have
different mechanical properties compared to that of liver tissue comprising mainly
liver cells. Furthermore, the vascular system is a closed system. Blood perfusing
tissue produces an internal pressure or tension that is different from that produced
by just perfusing the tissue and letting the perfusate exit through exposed and open
vessels as will always be the case when biopsy like samples are tested. In order to
approach what occurs in the living body, experiments on a whole intact liver will
have to be conducted. Nevertheless, the boundary conditions will be extensive and
meaningful data analysis may not be possible.

T.4. Biomechanics of hepatic vessel

An alternative will be to separately consider the biomechanics of liver tissue and the
vessels in which the blood flow. Modeling of the extensive micro-vessels that How
out from the primary hepatic vascular network is the next step for vascular network
modeling. To handle the small sizes and highly irregular shapes of these vessels,
statistically geometrical modeling technique is possibly a good approach compared
to conventional techniques.

In Conelusion, much work has been accomplished and vet much work remains
to be done. Computer aided surgery is a voung field — this term originated in the
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early 1980s. In recent years, scientists and engineers have paid much attention to
applying the physical principles and engineering methods to the behavior of parts
of human body, considering it as both a structure and a machine, particularly in
computer aided surgical simulation. However, it soon become apparent that what
have be taken for granted in conventional engineering no longer necessarily applies.

The passive material properties of biological tissues are not linearly elastic.
As is shown here, the liver tissue is non-homogeneous, possibly incompressible,
highly nonlinear, largely nonlinear viscoelastic and transversely isotropic. The liver
tissue is rather porous and the interstitium is filled with fluid. When all of these
factors are coupled, the problem of how to describe the mechanical properties of
liver tissue in a simple and accurate mathematical form for computer aided surgery
becomes quite acute. Furthermore, as a living organism, liver tissue responses to
stress and strain biologically as well as mechanically. The complexity of modeling
will increase when considering diseased organs where the technology will find most
useful application. Surgeons do not operate on normal organs so future work needs to
consider how conditions such as cirrhosis/fibrosis, imflammation, infection or lesions
such as tumors or cysts need to be eventually incorporated into the biomechanical
modeling process. This is a difficult task and will require diseased human fresh
antopsy or experimental animal tissue samples. It is only natural to start on normal
tissue, but eventually, disease processes need to be considered, especially when
considering the interactions of instruments and the tissue.

Knowledge of anatomy and physiology is as important as the engineering
principles in biomechanics. The various constitutive equations described here, with
hypothesis ranging from linear elastic, hyperelastic, multi-linear, viscoelastic to
porous materials, represent only a modest effort in this challenging field. The various
sophisticated approaches in biomechanics for engineering analysis may not be done
at interactive speeds demanded by typical computer aided surgical application,
but it is often desirable to interact with the simulation as it happens to steer the
computation so as to improve treatment outcomes. Advancement in computational
techniques coupled with the advancement in computing hardware may remedy the
often conflicting requirement of accuracy and interactivity. This will contribute to
the further integration of biomechanics with computer simulation in computer aided
surgery.
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CHAPTER 8

ULTRASOUND MEASUREMENT OF SWELLING BEHAVIORS
OF ARTICULAR CARTILAGE IN SITU

QING WANG and YONG-FING ZHENG*
Department of Health Technology and Informatics
The Hong Kong Polytechnic University
Kowloon, Hong Kong, China
* ypzheng@ieee. org

1. Introduction
1.1. Articular cartilage

Articular cartilage is the thin white layer of soft connective tissue that covers the
articulating bony ends in diarthrodial joints, such as the end surfaces of the tibia
and femur, and the posterior surface of the patella inside the knee joint. Although
articular cartilage is a tiny tissue in the body, it provides joints with excellent
lubrication and wearing characteristics, and maintains a smooth efficient force-
bearing systerm. It is hard to imagine how the skeleton to bear the weight of the
body and conduct the movement without articular cartilage. It has been found
that the exact compositions and structure of articular cartilage depend greatly on
anatomy location, depth, and age, as well as the pathological state of the tissue.!
The complex hydrated-charged nature and magic functions of articular cartilage

have attracted tremendous research interests.

1.1.1. Negative charged proteoglycan-collagen matric

Chondrocytes, proteoglycans (PGs), collagens and water are the major components
of articular cartilage. Therefore, articular cartilage is usually regarded to consist of
chondrocytes and extracellular matrix (ECM, 95% of the total wet weight).! The
ECM is primarily composed of water (75% of wet weight), collagen fibrils (mainly
type II) (20%), PGs (5%), and other components, such as enzymes, growth factors,
lipids, and adhesives.!

PGs and collagens interact with each other to form the porous solid matrix
swollen with water. PGs are bio-macromolecules, produced by chondrocytes and
secreted into the matrix. A single PG aggregan molecule consists of a protein core to
which numerous glycosaminoglycan (GAG) chains are bounded by sugar bonds. The
ageregated PGs are strongly electronegative due to the negatively charged groups
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of SO and COO~, which are quantified as the fixed charge density (FCD).*®
Therefore, the matrix is negatively charged and has a swelling behavior.

While the charged-hydrated soft tissue is bathing in NaCl solution, the ions
freely move with the interstitial fluid by convection or shift through the interstitial
fluid by diffusion.* The cations are attracted by the negative charges of PGs by the
virtue of the electro-neutrality law, creating a substantial Donnan osmotic pressure.
The ionic strains were gained in the continmum theory.” With the development of
the theory, ions are regarded as the third phase of articular cartilage in the triphasic
theory.# In 1997, a quadriphasic theory, an extension of triphasic theory, proposed
that the ion phase is divided into two independent phases, i.e. cation phase and
anion phase.” However, this theory has not been widely applied yet.

1.1.2. Layered structure and mechanical properties

The layered structure is determined by the morphology of the components and
important to the functions and properties of articular cartilage. The tissue can be
roughly divided into three layers, ie. surface, middle, and deep layer occupying
approximately 10-20%, 40-60% and 30% of the total tissue thickness, respectively,
(Fig. 1).! Each layer contributes individually to the properties of intact articular
cartilage.

1.1.2.1. Surface layer (or superficial zone)

The surface layer is the thinnest layer but forms smooth surface. In this layer, PG
content is lower while collagen and water contents are highest.®* Collagen fibrils
orientate tangential to the surface and form a dense network. Consequently, cells
enmeshed in this zone are in an elliptic shape with the long axial parallel to the

—
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-——-—,_.-.____.- [
—

-—-n,_._“':‘/:_";“é Superficial zone
r>"5/<_

"“\-—-' Middle zone
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Fig. 1. (a-b) Histology of articular cartilage stained with Safranin O and fast green; (a) shows
the enlarged images at different layers in (b); (c) schematic of the layered structure of articular
cartilage.
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Ultrasound Measurement of Swelling Behaviors 273

surface. The surface layer can resist shear stresses during the joint motions!® and
limits the swelling stress.*°:11:12

1.1.2.2. Middle layer (or transitional zone)

The middle layer occupies more than half of the whole cartilage layer. It plays an
important role in mechanical function (transform the tensile force to compressive
force).! In this area, chondrocytes tend to be round. Collagen fibers are randomly
arranged with a lower density but attached with the high concentration of PGs,
which plays a vital role in swelling of cartilage.*":13

1.1.2.3. Deep layer (or radial zone)
The deep layer contains a high content of collagen and PGs but a low content
of water. This zone distributes loads and resists compression. Collagen fibers of
the deep zone are bundled together, orientated vertically to the interface between
cartilage and the calcified cartilage, and tightly attached to the underlying bone
tissue.?'* The changes in the cellular shape correspond to the orientation of collagen
fibres. Chondrocytes appear to arrange in lines perpendicular to the cartilage-bone
interface. It has been found that this layer is stiffer than the upper layers.!1®
There is a special layer beneath the deep layer called calcified zone. Its stiffness
ranges between the stiffness of cartilage and bone.'® It provides a tight junction
between the cartilage layer and the bone tissue and thus resists the stresses.!* It
has been demonstrated that there is a difference between the ex situ behaviors and
properties and the in situ ones, ! 19

The composition-structure relationship determines the mechanical properties
of articular cartilage. The interesting orientation of collagen fibrils is greatly
responsible for the mechanical properties of articular cartilage. The size, structural
rigidity, and complicated molecular conformation of the negative charged matrix
contribute to the electrochemical mechanical behavior of articular cartilage.!

In short, the inhomogeneous distribution and anisotropic orientation of the
cartilage matrix significantly contribute to the biochemical, mechanical properties
of articular cartilage.

1.1.3. Inhomogeneity and anisotropy of mechanical properties

The mechanical properties (including tension, compression, shear, viscoelasticity,
and swelling) of articular cartilage are determined by its compositions and structure
and described by material parameters, such as Young's modulus, the aggregate
modulus, shear modulus and Poisson’s ratio. These parameters are measured at
equilibrium using creep or stress-relaxation test (confined or unconfined compression
test, and indentation test), constant-strain-rate tensile test, and shear test. To
determine the deformation of the tissuestress and strain are necessary to be
measured. Although the results depend on specimen species, size, anatomy location
and the protocol and objectives of the experiments, previous studies have found
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that these parameters are inhomogeneous, depth-dependent and closely relative to
composition and structure.
The zonal variations of the mechanical properties of articular cartilage have

20—2

been measured in tension®® % and in compression'®?* nsing carefully excised tissue
slides at different depths. It should be noted that the overall integrity of articular
cartilage could not be protected during these measurements. The nonhomogeneous
deformation distribution within the full-thickness cartilage layer was theoretically
predicted.?® 27 In the 1990s, the inhomogeneity of the mechanical properties of
articular cartilage was directly measured nsing a confocal microscope®® and a video
microscope.”?Y A new optical method was developed for the investigation of the
nonuniform strain distribution with the cartilage layer during free-swelling induced
by varying the concentration of the bathing saline solution.'™®! These optical
methods demonstrated that the strain distribution of cartilage was significantly
depth-dependent. However, the strain map was measured along one side of the
excised specitnen. It is not clear whether the depth-dependent material properties
of articular cartilage obtained in such a “destructive” way would be the same
as those in its natural intact state. Associated with compression or indentation,
ultrasound has been used to facilitate the direct measurement of the depth-
dependent mechanical properties of articular cartilage, such as the transient
Poisson’s ratio,®® and the compressive strain.®® Cohn et al***° extended the
elastography technique®®?7 to an elastic ultrasound microscope system. A 2D
ultrasound elastomicroscopy system was developed to map deformations of articular
cartilage.”® During the recent years, the inhomogeneous swelling of cartilage
was investigated using osmotic loading combined with optical imaging®! and
ultrasound.>?

In addition, the degeneration of articular cartilage induced changes in
compositions and structure of the cartilage layer. As a result, the mechanical
properties must be affected. It was discovered that the mechanical parameters of
the PG-degraded tissue including shear modulus,*’

aggregate modulus in swelling™** greatly reduced, while superficial swelling strain
.15.45

compressive modulus*+#2 and

increase

1.2. Swelling behavior of articular cartilage

Swelling is a special property of articular cartilage, which plays an important role
in weight bearing and movement of joints. Ultrasound provides a unique approach
to investigate the cartilage swelling.

1.2.1. Origin of swelling

As a result of the physicochemical forces, swelling is often defined as the ability of
articular cartilage to alter (gain or lose) in dimension, weight and hydration when an
osmotic load exerts on the tissue.** During the past three decades, the mechanism
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of swelling and the development of methods to quantify swelling have been of great
interests.

The swelling behavior of articular cartilage is considered as an electro-
chemomechanical coupling phenomenon of cartilage, which is attributed to the
interactions between the fixed negative charges and mobile ions.* Mainly, two force
resources give rise to a swelling pressure within cartilage.’* One is the imbalance
of ions caused by negative fixed charges, which attract counter-ions to create a
substantial pressure in the interstitinm higher than the ambient pressure in the bath
solution. This part of swelling pressure is known as the Donnan osmotic pressure
(m), which is related to the fixed charge density (cF') of PGs and the electrolyte
concentration (¢*) of the external bathing solution and thereby adjusted by the ion
concentration of the bathing solution. The other is the charge-to-charge repulse force
generated by the charged groups fixed along GAG chains, known as the chemical-
expansion pressure. This swelling pressure balances with the collagen tension, so no
swollen behavior can be detected under normal conditions.*?11:1? The pre-swollen
state of cartilage plays an essential role in the biomechanical functions.® ™ When
external forces are exerted on cartilage, the swollen cartilage carries forces like a
cushion.**

When the cartilage tissue is bathed in a hypertonic salt solution (with a high
concentration of salt ions), the difference of the ion concentration between the
cartilage matrix and the bathing solution decreases. In other words, the Donnan
osmotic pressure reduced. As a result, the tissue shrinks and loses water. In
contrast, when the cartilage tissue is bathed in a hypotonic salt solution (with a
low concentration of salt ions), the difference of the ion concentration increases.
The tissue swells and gains water. The variations in dimension and hydration
can be measured during these procedures.m>*°* It has been reported that the
swelling strain distribution is inhomogeneous throughout the thickness of articular
cartilage, 5313940

According to the origin of swelling, the swelling behavior of articular cartilage
reflects the changes in the PG concentration, FCD, water volume fraction, and the
intrinsic mechanical properties of the cartilage solid matrix. #2190 11.51.40.47752 Tt g
noted that the effects of osmotic pressure loading within the ECM are different from
the effects produced types of practical mechanical loading conditions achieved in
the laboratory.®® Therefore, the study on cartilage swelling induced by osmotic load
is useful to provide the insight understanding of articular cartilage.

1.2.2. Osmosis-induced swelling behavior

Osmotic loading technique by varying the concentration of the bathing
saline solution is a simple and useful method to induce and investigate
mechanical-combined swelling® 81117224852 and free-swelling behavior of articular
cartilage.1®3139 Generally, the concentration of NaCl solution is altered at 2 M,
0.15M, and 0.015 M. The solution containing 0.15 M NaCl is taken to represent
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a physiological saline. The 0.015 M NaCl is regarded as hypotonic solution; the
2N saline is considered as hypertonic solution. The transient osmosis-induced
swelling and shrinkage strains were obtained using ultrasound in a recent study.
In the early studies, the water gains of different zones of articular cartilage were
weighted to indirectly qualify the swelling behavior while the ez situ samples
were at equilibriim in hypotonic saline.”'*17 The equilibrium swelling strain of
the full-thickness was optically measured and the averaged unaxial modulus H 4
was predicted.’® Using osmotic stress, collagen network was found to play an
important role in limiting hydration and containing PG content.®® The osmosis-
induced mechanical properties of cartilage were characterized in tension®>°+
in confined/unconfined compression.!t17:48 In these studies, the isometric swelling

and

phenomena in cartilage strips strains with a fixed length were examined at very low
applied tensile or compression. The changes in the forces induced by changing the
bath ionic concentration were recorded.

To study swelling, the state equilibrating in 2 M saline solution is usually
regarded as the reference state. The reference inhomogeneous distribution of water
volume fraction ¢% and PG-associated negative FCD (cf') are generally required
by the estimation of swelling pressure.* They can be measured by using the
weighting method to calculate the weight of cartilage slices and the dry weight
after lvophilized,'®149% mechanical method® or by using MRI.” Triphasic theory
is developed based on the achievements of previous studies, especially on the
biphasic theory. Articular cartilage is modelled as a triphasic material, composed
of solid phase (PG-collagen matrix), fluid phase (water) and ion phase.* With
regarding of the ion concentration and electrical potential effects, triphasic theory
provides the thermodynamic foundation and the complex mechanical chemical
electrokinetic mechanism for cartilage swelling, deformation, and viscoelasticity.
Therefore, triphasic theory can describe the electrochemomechanism of swelling
more comprehensively than any other former theories.

The heterogeneous composition and micro-structural organization of cartilage
tissue determine the intrinsic inhomogeneity of the swelling hehavior. This property
is important to the functions of articular cartilage because the gradient of swelling
pressure from the surface to the deep well protects the fatigue of articular cartilage.”
Since the early 1980s, it has been discovered that the cartilage tissue dimensionally
swell when the concentration of the external solution was changed. In Myer’s study,”
the dimensional swelling measured by stereomicroscope and tension device showed
that the osmosis-induced contractions of the superficial, middle and deep zone varied
and the largest contraction occurred at the deep zone of the cartilage layer. Howewver,
the cartilage layer had to be cut into slices in these studies and thereby lost the
integrity of the full-thickness cartilage layer.

Recently, with the decrease of ion concentration, the swelling of the intact
cartilage layer separated from the nnderlying bone layer using a surgical chisel was
studied by the measurements of a geometric parameter curvature and two swelling
parameters including stretch and area change.!® A matrix-dependent anisotropy in
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controlling the swelling-induced residual strains with sample orientation was found
and the collageneous surface zone was proved to be a structurally important element
in swelling procedure.’® Using a high-resolution optical system and computer-
based image acquisition system, 2D swelling-induced residual strains in the cut
surface of the cartilage-bone samples were measured.!®?! The nonuniformity of
the swelling strains at different zones was also observed. It was noted that the
deep zone had compressive strains while the tensile strains were observed in the
middle and superficial zones.'?! These experimental results demonstrated that the
limitation of the surface layer and the subchondral bone layer were hoth important
for the anisotropic and inhomogeneous swelling behavior of articular cartilage. When
articular cartilage was degenerated, the OA cartilage showed a considerable increase
in water content of the middle zone and a responsible slight increase in the superficial
and deep zones when the sliced samples were soaked into a hypotonic saline (0.015 M
NaCl).” In contrast, few changes of equilibrinm hydration happened in the normal
cartilage.”

Many previous studies investigated the equilibrated swelling of articular
cartilage, but did not have a capability of monitoring the transient swelling
and progressive degeneration in real time. After Tepic et al”7 first probed the
hydration process of the dehydrated cartilage using ultrasound, no further insight
studies were carried out. Until recently, to in situ study the transient swelling
of articular cartilage, an ultrasound approach was developed to monitor the
depth-dependent swelling.®?®® It has been demonstrated that it is feasible to
use high-frequency ultrasound to monitor and qualify the transient behavior of
articular cartilage during the free swelling or shrinkage process induced by the
concentration change of the bathing saline sclution as well as the progressive enzyme
digestion.?%3

In this paper, ultrasound characterizations of swelling behavior of articular
cartilage were introduced. The first part briefly introduced background and
literature review on cartilage swelling. Specimen preparation, experiment protocols
of ultrasound-measured swelling were described in the method section. Followed by
the conclusion part, the recent results of parametric extraction of swelling behavior
of articular cartilage were introduced and discussed.

2. Methods
2.1. Specimen preparation

Cylindrical cartilage-bone plugs approximately 3mm thick were cored from fresh
mature bovine patellae without obvious lesions using a metal punch with a diameter
of 6.35 mm. Specimens were wrapped in wet gauze soaked with physiological saline,
and stored in a refrigerator at —20°C until testing. It has been previously reported
that cryvopreservation, freezing and thawing of the specimen may not affect its
biomechanical and acoustic properties.”® %* The specimens were removed from the
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—20°C condition to the 3°C condition at night before testing day and thawed in
physiological saline for one hour before testing. 85958

2.2. Ultrasound swelling measurement system (USMS)

In this paper, two non-contact 3D ultrasound swelling measurement systems (3D
USMS) were introduced. One was a mamually-controlled 3D USMS, which was
designed to monitor the swelling behavior of articular cartilage at one observation
site. The other was a motor-controlled 3D USMS, also called as ultrasound-
elastomicroscopy system. The transducer can scan along the diameter direction to
form ultrasound biomicroscopy (UBM) image (B-mode image with a micron order
of high resolution). Figure 2 shows the block diagram of the experiment setup.

2.2.1. Manually-controlled 3D wultrasound system

A manually-controlled 3D USMS was built to monitor the deformation of cartilage
specimen under osmotic loading in a non-contact and non-destructive way. An
ultrasound pulser/receiver (Model 5601 A, Panametrics, Waltham, MA, USA) was
used to drive a nominal 50 MHz focused broadband polymer (PVDF) ultrasound
transducer with a focal length of 12.7mm, a —6dB focal zone diameter of 0.1 mm
and a focal zone depth of 0.95 mm (Panametrics, Waltham, MA, USA). The focal
point of the transducer was placed approximately at the middle portion of the
specimen thickness by adjusting the position of the transducer to maximize the
ultrasound signals reflected from the specimen. The axial and lateral resolutions of
the focused ultrasound beam were approximately 100 gym and 50 pm, respectively.
The center frequency of this transducer was 35 MHz, and its —6dB bandwidth
ranged from 24 to 46 MHz. Ultrasound waves radiated via the saline solution and
propagated through the tissue. A-mode ultrasound radio frequency (RF') signals
reflected or scattered within artilage cartilage were received and amplified by the

Computer
¢ 3D
500MHz A/D »| Ultrasound Ly manually-controlled
converter transducer experiment platform
Ultrasound _
pulser / receiver Ultrasound aD
»  Motor [® )
transducer motor-controlled
experiment
platform

Fiz. 2. Block diagram of the experiment setups.
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Ultrasound Measurement of Swelling Behaviors 279

ultrasound pulser /receiver. The bandwidth of the receiver was set to 5 to 75 MHz.
The maximum gain of the pulser/receiver was used in this study to acquire the
sufficient amplitude of the ultrasound echoes. The attenuation (unit in dB) of the
pulser /receiver was set at zero to obtain the saturated RF signals or at a certain
dB wvalue to achieve the unsaturated RF signals with maximum amplitude. The
received ultrasound signals were digitized by an 8-bit A/D converter card with a
sampling rate of 500 MHz (Model CompuScope 82GPCI, Gage, Canada) installed
in the computer. The A/D converter was triggered by the trigger signal out of
the pulser/receiver. A-mode RF ultrasound signals reflected from the wire, the
cartilage surface and the cartilage-bone interface were contimiously recorded at
a sampling rate of approximately one frame per 0.6s. The ultrasound RF signals
were displayed on the monitor in real time and antomatically saved into the hard
disk for offline data analysis. Meanwhile, the M-mode image constructed by A-mode
signals demonstrates the shifts of the ultrasound echoes from the cartilage tissues
at different depths during the shrinkage and swelling processes. The brightness
or color in the M-mode image represents the amplitude of the ultrasound RF
signals.

During the test, the cartilage-bone plug was fixed on the bottom of the
container, surrounded by rubber gel (Blu-Tack, Australia), and submerged in the
saline solution. The outer ring of the surface of the cartilage disc with a width of
approximately 0.6 mm was gently covered by the rubber gel. Therefore, the diffusion
of ions and water was not allowed from the sides of the specimen and the free swelling
in the central portion of the specimen conld be treated as an in-situ condition.
A 3D translating stage with micrometers (Model R301MMX/2201MMXY, Ball
Slide Positioning Stages, Deltron Precision Inc.) was designed to align the focused
ultrasound beam into the cartilage specimen. One low-profile micrometer was
attached to the ultrasound transducer in the z direction to vertically move
the ultrasound beam and the other two were fixed in the z and y directions
respectively to horizontally translate the specimen. Using this stage, the ultrasound
transducer could be manually moved to the position over the central portion
of the cartilage specimen with the focal zone of ultrasound beam located inside
the cartilage layer to obtain the maximum echo amplitude. The temperature of
the bathing solution was detected using a digital thermometer with a stainless
steel probe (CheckTemp 1, EUROTRONIK, German). The room temperature and
humidity were detected using a digital thermo-hygrometer (Model #411, OMEGA
Engineering Inc., Stamford, CT, USA).

2.2.2. Motor-controlled 3D wultrasound system

A motor-controlled 3D scanning USMS was built to investigate the inner section
of cartilage specimen during swelling and shrinkage progresses in a non-contact
and non-destructive way. In this system, the computer and the ultrasound
pulser/receiver were as same as the ones mentioned in the 3D mannally-controlled
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USMS. The 3D translating device (Parker Hannifin Corporation, Irvine, CA, USA)
consisted of a compumotor controller and a 3D translating frame. A smaller sized
focal ultrasound transducer with a center frequency of 42 MHz and a focal length
of 12mm was fixed at the end of the mechanical arm, the movement of which
was controlled by the computer-controlled stepper-motor. After the position of the
transducer was adjusted along the z direction to maximize the ultrasound signals
reflected from the specimen, the transducer could be automatically translated along
the diameter of the specimen in the o direction or the y direction to obtain B-mode
ultrasound image. The vertical and horizontal precisions of the 3D translating device
were up to 1 pm. The resolution for the flight-time measurement was 2ns in this
study, with 500 MHz sampling rate. Using the assumed average ultrasound velocity
in articular cartilage of 1675 m/s,% the corresponding displacement resolution in
the tissue could approach to approximately 1.7 pan. Therefore, this method using
high frequency ultrasound is so called ultrasound biomicroscopy (UBM) imaging.
The scanning speed was set using the custom-designed program. Ultrasound
biomicroscopic image reconstructed by A-mode signals demonstrates the ultrasound
echoes from one section of the cartilage tissues at different depths during the
shrinkage and swelling processes. One frame of UBM image shows the B-mode image
of depth-dependent deformation of the cartilage specimen along one section. The
brightness or color in the UBM image represents the amplitude of the ultrasound
RF signals.

With functions such as the automatic segmentation and 2D tracking method,®
the custom-designed program was used for 1D and 2D data collection, signal
processing and display. A region of interest (ROI) could be outlined by a rectangle
in the B-mode image to analyze the distribution of the movement of the interstitial
tissue at different depths. The tissue displacement images and corresponding
elastographs could be acquired during the different periods.

2.3. Experiment protocols of swelling behavior
2.3.1. Dimension-dependence of swelling behavior

The specimen was removed from the —20°C condition to the 3°C condition at
night before the test day. In the test day, the specimen was removed from the
refrigerator and marked in the horizontal and vertical directions. The specimen
(¢ = 6.35mm) was installed onto the container bottom and fixed with rubber gel,
which was correspondingly marked to match the markers on the specimen (Fig. 3).
Then the specimen was submerged in the physiological saline solution. It was thawed
for one hour to approach equilibrivin. The concentration of the bath solution was
increased from 0.15 to 2 M in the shrinkage phase and decreased back to 0.15 M in
the swelling phase. Each phase lasted for one hour. The deformation of the cartilage
specimen induced by the osmotic pressure was recorded using USMS.
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Fig. 3. (a) An enlarged schematic of insitu ultrasound monitoring. Cylindrical specimen was fixed
using rubber gel. Two triangles represent the locations for markers on the specimen and rubber gel.
(b) M-mode ultrasound image and the A-mode echoes collected at start and equilibrium states.

After one round of the shrinkage-swelling test, the specimen was removed from
the bottom of the container and its dimension was reduced using a surgical scalpel
to remove full-thick cartilage tissues from two sides symmetrically. The cylindrical
cartilage-bone specimens were cut into slim cartilage-bone specimens with a width
of 4mm. Then the specimen with the smaller dimension was reinstalled back to
the container. Careful attention was paid to keep the markers on the cartilage well
matched to the markers on the rubber gel (Fig. 4). Therefore, the specimen could
be observed at the approximately same observation point. After the second round
of the shrinkage-swelling test was finished, the specimen was taken out and its
width was reduced to approximately 3mm. Then the specimen was put back for
monitoring. The same protocol was followed for the specimen reduced the dimension
to 2mm x 6 mm (width x length) and 2mm x 4 mm.

Two quantitative parameters were extracted from the transient swelling and
shrinkage behaviors. They were the maximum strain (g,.,) of the transient
strain (g) of the cartilage layer (Eq. (1)) and the slope (k) of the logarithm of
the normalized time shift of the cartilage-bone interface.”” The slope (k) was used
to describe the diffusion speed of ions and water between cartilage and the bathing
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Fig. 4. Specimen with a smaller dimension was installed on the bottom of the container as same
as in Fig. 3.

saline. The logarithm of the normalized time shift (y(r)) of the cartilage-bone
interface is defined as FEq. (2).

£= 1 (1)
where h is the thickness of the cartilage layer, d is the displacement of the cartilage
layer, which is given by d = ¢; X T/2, ¢, is the sound speed in the saline and T
denotes the shift of the corresponding flight time of the ultrasound echoes from the
saline-cartilage interface during shrinkage or swelling phase. This value could be
achieved using cross-correlation algorithm.

’y(?l) = log((rma.x - :v(n))}/:rmnx): (2)

where x(n) is the data of the time shift of the superficial cartilage layer measured
using cross-correlation algorithm. @ p,,, presents the maximum value of z(n). Then,
k can be acquired from the linear fitting of the linearly descending part of y(n) from
the start of changing the saline solution to the time approaching 50% of the ..

2.3.2. In situ measurement compared with ex situ measurement

After the cartilage-bone plug with a cartilage size of 2mm x 4 mm was monitored
during the shrinkage and swelling processes, the full-thickness cartilage layer was
separated from the bone by the scalpel. The cartilage slice without bone was also
monitored at the proximal central point according to the same protocol of the
shrinkage and swelling tests using a specially designed container to mount the cartilage
layer (Fig. 5). The ex situ measured parameters were compared with those in situ.

2.3.3. Shrinkage-swelling test

As mentioned before, the thawed specimen plug was installed onto the container
bottom (Fig. 3(a)) and submerged in the physiological saline solution for one hour.
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Thrazound
transducer u

Ultrazound 11
beam |
"

Cartilage layer
Specimen holding plate

Fig. 5. An enlarged schematic of ex situ ultrasound monitoring. Two ends of the rectangle
cartilage layer were fixed on a plate using two strings.

The ultrasound signals were collected at equilibrium. Then, the saline was removed
using an injection syringe and the container was filled with the 2 M saline. The whole
procedure of changing the saline was completed within 30s. Under this condition,
the ion concentration inside the cartilage matrix was lower than that of the external
bathing solution. This imbalance resulted in a Donnan osmotic loading on the
cartilage. With the diffusion of the ions and water, the interstitial swelling pressure
generated by negative charges along PGs decreased. The dynamic contraction of
the cartilage layer at different depths could be observed in the ultrasound signals.
The cartilage sample was allowed to equilibrate for approximately one hour. After
the new equilibriin was reached, the bathing saline was quickly changed back to
0.15 M NaCl within 30s. Under this condition, the ionic concentration inside the
cartilage tissue was higher in comparison with the concentration of the bathing
solution. Consequently, the Donnan osmotic pressure with an opposite direction
against that during the shrinkage phase caused cartilage swelling. The interstitial
swelling pressure generated by negative charges along PGs increased. The swelling
process was monitored for another hour,

Every ~0.6 second one frame of A-mode signals was sampled during the
shrinkage and swelling phases. In real time, M-mode image was reconstructed by
A-mode signals (Fig. 3(b)). Two quantitative parameters were extracted from the
transient swelling and shrinkage behaviors. They were the maximum strain (€yax)
of the transient strain () of the cartilage layer, which was calculated using Eq. (1),
and the time to reach the peak value, named as duration.

2.3.4. Monitoring swelling behavior using ultrasound elastomicroscopy

Following the same protocol, the thawed cartilage-bone plug was fixed on the
bottom of the container and equilibrated for one hour in physiological saline solution
(0.15 M Na(l), and then the solution was immediately replaced by the hypertonic

saline (2 M NaCl). The deformation of cartilage under the osmotic loading was
scanned by the ultrasound biomicroscopy imaging system (3D motor-controlled
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Fig. 6. An enlarged schematic of the ultrasound scanning part. Specimen was installed on the
bottom of the container. Ultrascund transducer was automatically moved with a speed of v, which
is controlled by the computer. (b) UBM image of the specimen.

USMS). Through the control of the compumotor, the transducer was moved from
one side of the specimen to the other side along the diameter direction with a speed
(Fig. 6(a)). The UBM image was formed with 164 A-mode lines (Fig. 6(b)). The
central section with a length of ~4 mm was monitored and the depth of the image
was ~3mm. The transducer translated from the left side (set as starting point) to
the right side (end point) and then returned to the starting point with a fast speed
to begin another scanning trip. In this study, it took approximately 0.3 s to collect
one frame of A-mode signal and the rate of ultrasonic biomicroscopy imaging was
approximately 48s per frame of UBM image.

2.4. Data analysis

The results were presented in the form of mean+ SD. Paired t-test was used to
test the significance of the difference between the parameters in the shrinkage and
swelling phases. One-Way ANOVA was used to test the significance of the difference
among the parameters of specimens with different dimensions. The statistical
analysis software SPSS (V11.5, SPSS Inc., Chicago, USA) was used for data analysis.

3. Results and Discussions
3.1. Transient swelling strain

Not only the swelling strains but also the shrinkage strains (or de-swelling strain)
were measured. [t was found that the cartilage surface tended to deform rapidly
and then moved upwards or downwards gradually close to the equilibrium state in
approximately one hour after changing the concentration of the saline solution. This
interesting phenomenon demonstrated that the cartilage specimen might experience
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Fig. 7. The shrinkage strain and the swelling strain versus the measurement time. The error bars
represent standard deviations of the results of the 20 specimens.

a “relaxation” state after reaching its maximum shrinkage or swelling amplitude
(Fig. 7), i.e. the surface moved back towards the original state. The absolute
peak value of the shrinkage strain (1.01+0.62%) was significantly larger than
that of the swelling strain (0.40 £0.33%) (p < 0.05, paired t-test). The shrinkage
duration (1194+1129s) was also significantly (p < 0.05, paired t-test) larger than
the swelling duration (3024 717s). It was noted that the peak swelling strain
correlated with the peak shrinkage strain (R? = 0.586, p < 0.05), while such a
correlation did not exist between the shrinkage duration and the swelling duration.
This phenomenon might be caused by the anisotropic mechanical properties and
ion diffusion rates of articular cartilage at different depths. Further explanation to
this finding requires more theoretical and experimental studies.

The shrinkage and swelling behaviors of cartilage showed an “overshoot-
relaxation” phenomenon similar to a monotonically decreased “salt-induced stress
relaxation” behavior of cartilage has been earlier observed using a confined
configuration.*® One possible reason may be the interactions between the PG matrix
and the collagen fibres in the cartilage surface zone. According to the conventional
theories, the Donnan osmotic pressure plays a dominant role in the free swelling
behavior of cartilage.*12:%® With the decreased saline concentration, swelling stress
in cartilage increased and the sample was allowed to swell. However, it was soon
balanced with the constraining force of the stretched collagen network, particularly
the reinforced collagen fibrils in the cartilage superficial zone. The cartilage sample
had a tendency to be compressed back to its initial state. In contrast, swelling
stress in cartilage decreased when the saline concentration was increased. The total
pressure squeezed on the cartilage and allowed the cartilage to shrink. Also balanced
by the tensile force of collagen fibres and their interaction with the proteoglycan
matrix, the cartilage surface moved backwards after the strain reached the peak.
Another possible reason for the phenomenon is related to ion redistribution. During
the shrinkage (de-swelling) process, the cartilage tissue at certain depths might
absorb more ions than those required for balancing the fixed charges at that region.
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This may cause a temporary overshoot of the shrinkage followed by a relaxation
phase as the ions are redistributed. Similar explanation could also be applied for
the overshoot phenomenon of the swelling. However, the above explanations might
only be two of the possible reasons for the observed overshoot phenomenon during
the transient shrinkage and swelling. Other possible canses could include the depth-
dependent distribution of fixed charge density!® and the interaction between ions
and collagen matrix.*®

The peak swelling strain of bovine cartilage obtained using ultrasound was
smaller than the 3% swelling strain reported by Mow and Schoonbeck!” using
the water-weight-gain method, but appeared to be similar to Eisenberg and
Grodzinsky s result (<1%) measured by a uniaxial confined compression method.!
Narmoneva et al.”® found that the mean swelling strain of the canine cartilage
strips was approximately 1%. The inconsistency of the reported swelling strains
could be due to individual variations of the specimen location, joint, species, age,
degeneration status, specimen configuration, and measurement technique.

3.2, Transient changes in ultrasound speed

It was demonstrated that the sound speed in cartilage gradually increased when the
concentration of the bathing solution was increased from 0.15 to 2 M. It increased
by 4.4+ 2.1% after one hour. When the concentration of the saline solution was
changed back to 0.15 M, the sound speed gradually decreased by up to 5.6+ 1.6%.
The magnitudes of these two changes were significantly different (p < 0.05, paired
t-test). The percentage change of the sound speed in cartilage during the shrinkage
and the swelling processes both exponentially depends on the measurement time
(R? = 0.9957, R? = 0.9988, respectively) (Fig. 8).

BT y=44-400

Shrinkage in 2 M saline
R* =0.9957

2000
Time (s)

| o P
T y=seesaem FITTTTTTTY

R*=0.9988

speed in cartilage

Percentage change of sound

Swellingin 0.15 M saline

Fiz. 8. Ultrasound speed in cartilage increases during the shrinkage process. In contrast, sound
speed decreases during the swelling process. Experimental data (dashed lines and marks) can be
well fitted by exponential functions (solid lines). The error bars represent standard deviations of
the results of 20 specimens.
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Ultrasound speed related to the interstitial condition of cartilage is of major
importance in the quantitative measurement of the tissue. The averaged transient
change of nltrasound speed in the cartilage layer reflected the alterations of the tissue
during shrinkage or swelling process, including the tissue density, ion movement and
water diffusion. In a recent study, the digestion process was successfully tracked
using ultrasound.”®

In many pervious studies, the speed at equilibrium in cartilage was assumed to
334286772 which ranged from 1654m/s to 1765m/s.
Due to the layered structure of articular cartilage, the depth-dependence and
inhomogeneity of sound speed in the tissue were investigated.®?:%%7 Since
ultrasound. speed depends on many factors, not only the properties of the tissue
but other factors such as temperature and intensity of pressure, some researchers

be different constant values,

proposed their concerns about the validity of results measured using ultrasound.™™*
Although the uncertainty of ultrasound velocity in cartilage is still in controversy,
the validity or reproducibility studies of ultrasonic measurement have confirmed that
the ultrasonic method is acceptable’®:00.68,75778
technique in research on articular cartilage. Nieminen et al®! believed that a
constant ultrasound speed could be accepted in the measurement of the cartilage
thickness based on their results that there was mild difference in the averaged sound
speed in the full-thickness cartilage.

with the wide use of ultrasound

3.3. Effect of specimen dimension on swelling measurement

In pairwise comparison of the peak strains of cartilage samples with different
dimensions, the statistical analysis of LSD Post Hoe Tests of One-Way ANOVA
showed that there were significant differences (p <0.05) in the peak shrinkage strains
between the small samples (2 mm % 6.35 mm) and the larger samples (¢=6.35 mm
and 4mm x 6.35 mm). However, no significant differences (p > 0.05) among the
peak swelling strains were found for the cartilage-bone specimens with various
sizes. The absolute slope values calculated from the logarithm of the normalized
time shift of the cartilage-bone interface (or the bottom surface for the cartilage
samples without bone). From the statistical results of LSD Post Hoc Tests of
One-Way ANOVA, the slope values for the cylindrical samples with a diameter
of 6.35mm and the larger slim specimens with a width of 4mm and 3 mm were
significantly (p < 0.05) lower than those of the specimens with smaller dimensions
(2mm x 6.35mm and 2mm X 4mm) and the cartilage specimens without bone. It
was reflected that the ions permeated into or moved out of the cartilage tissue faster
with the decrease of specimen dimension (Fig. 9).

However, there are few studies on the dimension-dependence of cartilage
swelling, The present study expected to demonstrate that whether the dimension
of the specimen would affect the cartilage swelling. It is well known that high
frequency ultrasound has a high resolution and it has been applied to monitor a
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Fig. 9. The absolute values of the slope calculated from the logarithm of the normalized time shift
of the cartilage-bone interface or the bottom surface for the cartilage samples without bone. The
error bar represents the standard deviations of the results of 10 specimens. “6.35 mm"” represents
the specimens with a diameter of 6.35 mm; “4mm”, “3 mm”, and “2 mm” represent the specimens
with a width of 4mm, 3 mm, and 2 mm, respectively. “2mm x 4 mm” represents the rectangular
specimens with a width of 2 mm and a length of 4 mm. “no-bone” represents the “2mm x 4 mm”
cartilage layers separated from the bone. * Significant difference (p < 0.05 by LSD Post Hoc
Tests of One-Way ANOWVA). ** Significant difference (p < 0.05 by One-Way ANOVA) between

the cartilage specimens attached to the bone without the bone tissue.

relative small specimen.”™ 7 In the present study, the focal zone diameter of 50 MHz
focused ultrasound transducer reached 0.1mm. The results of our experiments
suggested that the width of the specimen should not be too small (not < 2mm)
when ultrasound was used to detect the swelling behaviors of articular cartilage.
From the results, it is believed that the geometry of the specimen should be taken
into account in the studies on the biomechanical properties of articular cartilage as
well as in other materials.

3.4. Differences between in situ and ex situ measurements

The peak strains (shrinkage —0.0131 4+ 0.0105; swelling 0.0118 + 0.0042) of
the 2mm X 4mm cartilage specimens without bone were measured significantly
(p < 0.05) larger than the strains of the corresponding cartilage-bone specimens
(shrinkage —0.0046 & 0.0027; swelling 0.0075 £ 0.0024). And the ez situ strains of
the cartilage layer were significantly (p < 0.05) larger than the in situ strains of the
cartilage-hone specimens with larger dimensions.

In addition, the absolute permeation slopes (shrinkage 0.0538 =+ 0.0148; swelling
0.0464 =+ 0.0128) of the full-thickness cartilage layer without the bone tissue increased
significantly (p < 0.05) in compared with those (shrinkage 0.0392 & 0.0173; swelling
0.0352 £ 0.0180) of the corresponding 2 mm x 4 mm samples with bone (Fig. 9).

In the study. since cartilage samples were attached to the bone tissue, the
obtained results reflected the swelling behavior and the material properties of
the cartilage in situ. The separation of the cartilage layer from the bone made the
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specimen lose its in situ properties. The statistical results of the pairwise comparison
showed that the absolute peak shrinkage and swelling strains of the cartilage samples
without bone were significantly larger than those of the cartilage-bone specimens. It
was consistent with the result of Mow and Schoonbeck’s study.!” Setton’s study'®
demonstrated that the cartilage layer without the support or limitation of the bone
behaved in curling and swelling. It indirectly provided evidence for the difference
between cartilage specimens in in-situ and ez-situ conditions. This study provided
evidence that the cartilage disc detached from the subchondral bone tended to swell
more in comparison with in-situ intact condition.

3.5. Depth-dependence of swelling behavior

The shift of the ultrasound echoes at different depths from the articular cartilage
represented the spatial change of the articular cartilage tissue. The averaged values
(n = 14) of the equilibrium swelling strains for deep (30% of the total thickness),
middle (55%), and surface (15%) zones were successfully measured using ultrasound
(Fig. 10). The nonuniformity of the swelling strains at different zones was observed.
It was noted that the deep zone had compressive strains while the tensile strains
were observed in the middle and superficial zones. The strain of the middle zone was
larger than that of the superficial zone. We compensated the change of the sound
speed in the strain calculation assuming the change of the sound speed as a linear
function of depth. Based on triphasic theory,*'® the agegregate moduli at different
zones were predicted using the ultrasound-measured strain data. It was found that
the region near the bone had a relatively higher modulus (24.5 +£11.1 MPa) than the
middle zone and the surface layer (7.0 & 7.4 MPa and 3.0 £+ 3.2 MPa, respectively).

Figure 11 shows the result of a type 2D scanning during the shrinkage process
of the cartilage induced by the change of saline from 0.15 to 2 M. To analyze the
distribution of the movement of the interstitial tissue at different depth, a region of

0.02

0.01

middle surface

0.01 |

Swelling-induced strain

0.02 -

Fig. 10, Nonuniform swelling-induced strains in cartilage grouped into three zones; the swelling-
induced strains were compressive in the deep zone and tensile in the middle and surface zones.
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Fig. 11. (a) An UBM image of the cartilage cross-section. The grey levels of the image linearly
represent the amplitude of the RF signals. The images were sampled at a rate of approximately 48s
per frame. The image of displacement distribution of the region of interest indicated by the dashed
rectangle (divided into 15 x 40 segments) in (a) are calculated using the 2D a cross-correlation
tracking method. The displacement distribution of articular cartilage extracted from the 2D images
obtained at (a) 2.5 min and 4.2 min, (b) 5.8 min and 7.5 min, and (d) 10.8 min and 12.5 min. The
grey levels of images (b—c) represent the displacement value of the segments at two moments during
the shrinkage phase.

interest is outlined by the dashed rectangle in the B-mode image shown in Fig. 11(a).
The tissue displacement images during the different periods are formed using the
automatic segmentation and 2D tracking method.”® Figures 11(b)-(d) show the
changes in the distribution of the displacement of the tissue at different moments.
They indicate that the movement of the tissue is large during the beginning phase
of the swelling and shrinkage processes. As time going, the movements of tissues
inside cartilage tend to be zero and approach equilibrium.

Our results of the depth-dependent swelling strain of bovine articular cartilage
were similar to the results of the canine and human cadaver cartilage.'®3! It has
been known that most of the PGs are located in the middle zone of articular
cartilage and the fixed negative charges on the PGs play a primary role in swelling.'®
Therefore, the swollen middle layer may cause a compressive stress on the deep zone.
In addition, the in situ configuration that the deep zone was attached to the bone
might give a rigid support to place the cartilage matrix in a state of compression.
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It is also known that collagen fibre organization in cartilage is highly nonuniform
and anisotropic. Fibres are oriented tangential to the surface at the superficial zone
to confine the swelling stress.*11:12 This may explain why the tensile strain of the
surface layer is lower than that of the middle zone.

4, Conclusions

This paper introduced our studies on the ultrasonic characterization of swelling
behavior of articular cartilage in situ. The ultrasound-swelling and ultrasound-
elastomicroscopy systems have potentials for the investigation of the transient
deformations of articular cartilage at different depths during swelling and shrinkage
procedures. Ultrasound approaches can inherently provide non-destructive and
in-situ assessment of articular cartilage.
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Traditional time domain techniques of data analysis are often not sufficient to
characterize the complex dynamics of respiration. In this study the respiratory pattern
variability is analyzed using symbolic dynamics. A group of 20 patients on weaning trials
from mechanical ventilation are studied at two different pressure support ventilation
levels, in order to obtain respiratory volume signals with different variability. Time series
of inspiratory time, expiratory time, breathing duration, fractional inspiratory time, tidal
volume and mean inspiratory flow are analyzed. Two different symbol alphabets, with
three and four symbals, are considered to characterize the respiratory pattern variability.
Assessment of the method is made using the 40 respiratory volume signals classified
using clinical criteria into two classes: Low (LV) or high (HV) variability. A discriminant
analysis using single indices from symbolic dynamics has been able to classify the
respiratory volume signals with an out-of-sample accuracy of 100%,

1. Introduction

The analysis of respiratory pattern variability provides a new tool to study the
action of chemoreflexes without application of external stimuli.! Determination
of the wvariability of the respiratory volume also enables to know the ability of
patients to control the mean tidal volume in response to alterations in respiratory
demand.? Recently, it has been described that respiratory variability was reduced

[
w
=1
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298 P. Caminal et al.

in patients with restrictive lung disease, compared with that of healthy subjects.®
One of the most challenging problems in intensive care* is the process of
discontinuing mechanical ventilation, termed weaning. It has been hypothesized
that the variability of the respiratory pattern could be a convenient weaning criteria
to reduce the mumber of patients not successfully weaned.”

The possible causes of breath-to-breath variability in the pattern of breathing
have been discussed.® =Y This variability may be explained either by a central neural
mechanism or by instability in the chemical feedback loops.!' Some studies are
related to an elevated controller gain, coupled with the presence of delays and
response lags in the chemoreflex loops, that may lead to instability in feedback
control and give rise to periodic breathing.'* On the other hand, the nonlinear
behavior of the central neural mechanisms together with the muscle activities
and the lung function may introduce non-stochastic variability in the respiratory
system. In this way, variations in the pattern of breathing may occur as uncorrelated
randorm variations, correlated random changes, or as one of two types of non-random
variations: Periodic oscillations or non-random non-periodic fluctuations. 314

The traditional techniques of data analysis in the time and frequency domains
are often not sufficient to characterize the complex dynamics of respiration. Various
attempts have been reported to apply the concept of nonlinear dynamics to the
analysis of complex physiological systems!® 7 and to distinguish between variations
that are random and those that are deterministic. Several methods describing the
nonlinear deterministic variability of physiological time series have been proposed:
Correlation dimension, Lyapunov exponents, Kolmogorov-Sinai entropy, etc.%18:19
Schreiber and Schmitz?® showed that nonlinear prediction is an excellent method
for detecting nonlinearity in signals where determinism has not been established
previously. Other approaches may present limitations according to the fractal
272 or even can lead to misinterpretations of the
data.'® Cardiorespiratory synchronization in humans and nonlinear analysis of

nature of the time series

heart rate and respiratory dynamics have also been analyzed using a prediction
framework .2+ ¢

In this work, we introduce nonlinear analyses of respiratory dynamics that may
enable an automatic classification of the underlying physiological processes. The
object of the investigation is the guantitative analysis of the nonlinear behavior
of the respiratory dynamics with regard to its complex organization. This analysis
could be of importance to find a set of indices that characterize the variability of
the respiratory volume. In this way, we apply symbolic dynamics analysis®” and
non-linear prediction methods.?® Since respiratory volume can be measured non-
invasively, these indices may be advantageous in future automatic diagnostic of
patients.

2. Analyzed Data

A group of twenty patients on weaning trials from mechanical ventilation were
studied. These patients were recorded in the Department of Intensive Care Medicine
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Non-linear Analysis of the Respiratory Pattern 299

at Santa Creu i Sant Pau Hospital, according to a protocol approved by the
local ethic committee and with an informed consent obtained. The respiratory
volume signals were obtained by means of a respiratory inductive plethismograph
(Respitrace Model 150). The signals were recorded with a National Instruments
board (PCI 1200) and using Labview software, which sampled the data at 250 Hz.

Each patient was underwent two different levels of pressure support ventilation
(PSV), classified as low PSV and high PSV. In this way, the database contains
respiratory volume signals with different variability, mainly due to the fact that
changes in pressure support are often associated with changes in variability. The
first step in the protocol was the selection of a high PSV for each patient, followed
by a relaxing period of 15 min before the initiation of the first data recording for
30min. Then, a low PSV was selected for each patient, followed by a relaxing
period of 15 min before the initiation of the second data recording for 30min. The
two different levels of pressure support ventilation in the 20 patients were 5 £+ 2 cm
H-0 for low PSV and 18 & 2 cm H-O for high PSV. The 40 recordings of 30 min
were classified by the medical doctors into two classes, low (LV) or high (HV)
variability, using clinical criteria based on three variables: Respiratory rate, minute
ventilation and rapid shallow breathing index (respiratory rate/tidal volume).??
When the decrease of PSV produced a statistical significant change (p < 0.05) of at
least two of the three variables presented, the clinical criteria assigned a change from
HV to LV. If the decrease of PSV did not produce a statistical significant change in
at least two of the three variables, the clinical criteria assigned the same variability
level. In this last case the variability was assigned as HV when the respiratory rate
was lower than 25 breaths/min, and LV when respiratory rate was higher than 25
breaths/min. This clinical variability criteria classified the 40 recordings as 24 LV
and 16 HV.

The time series considered in this study were: Inspiratory time T, expiratory
time Ty, duration of the respiratory cyele Tr,y = Tr+Tg, fractional inspiration time
Tt [ Tro, tidal volume Vp, and mean inspiratory flow Vp /Ty (Fig. 1). To obtain the
values of these time series a signal processing of the respiratory volume was applied,
based on the identification of the inspiratory and expiratory periods.

This work proposes the automatic classification of the volume signals in high
or low variability. For out-of-sample evaluation, the 40 volume recordings were
organized into two sets: a training set and a testing set. The training set includes
patients presenting both LV and HV levels when changing the PSV (nine patients
and 18 volume recordings) and the testing set includes the other 22 vohumne
recordings.

3. Methods
3.1. Symbolic dynamics

Figure 2 shows, as an example, the Try time series obtained from two respiratory
volume signals classified as LV and HV, respectively. The concept of Symbolic
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Fig. 1. Inspiratory time T, expiratory time Tg, duration of the respiratory cycle T,y = T4+ Tg,
and tidal volume Vo,

[ 10 200 na 4 500 &0 a

100 e 00 400 500 0
nurnber of sampkes

mumber of samples

(a) (b)

Fiz. 2. Recordings of the Ty, time series from the same patient submitted to two different levels
of PSV: (a) low variability behavior; (b) high variability behavior.

Dyvnamics is based on the elimination of detailed information, in order to keep the
robust properties of the dynamics by a coarse-graining of the measurements.?”"% In
this way, the time series is transformed into a symbol sequence from an alphabet.
In this study, two alphabets were considered, ® = {0,1,2} and Q = {0,1,2,3},
and their effect on the transformed series compared. These transformations (Egs. (1)
and (2)) were based on the mean value p of each analyzed time series and also based
on anon-dimensional parameter a®7 that characterizes the ranges where the symbols
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Fig. 3. Description of the basic principle of symbolic dynamics, the symbol extraction from a
time series and the construction of words: (a) considering the symbol alphabet & = {0,1,2};
(b) considering the symbol alphabet (2 = {0,1,2,3}.

are defined (Fig. 3).

0 if bp>(1+a/2) p

Sp=4¢1 if (1—a/2) p<b, <(14+a/2) p (1)
2 if b, <(l—af2)p
0 if b,>(1+a)u
1 i p<b, (14 a)u
Sn = 2 if l—a)p<b, <p (2)
3

it b, <(1 —a)u

with n = 1,2,3,...,N, where N is the common length of 400 samples and b,
are the values of the time series. Figures 3(a) and 3(b) present examples of these
transformations produced by both alphabets, ® and 2, respectively.

In order to characterize the symbol strings, obtained by transforming the time
series to S, (Egs. (1) or (2)), in this study, we analyzed the probability distribution
of words with length £ = 3 (Fig. 3). The words consisted of three symbols either if
the considered alphabet was G or £2, obtaining a total of 3¢ and 4¢ different possible
word types, respectively.

The histograms of the probahility occurrence of each word type for the time
series Ty, T, Trot, T1/Trot , Vrr, and Vi /T7 were obtained. Figure 4 (three symbols
of ®) and 5 (four symbols of 2 alphabet) show the histograms of the probability
occurrence of each word type obtained from Tpgs series of the same patient with
low (Fig. 4(a) and Fig. 5(a)) and high (Fig. 4(b) and Fig. 5(b)) variability.

Different parameters were involved in this process, and their values had to
be suitably selected. These parameters were: Parameter a, number of overlapped
symbols in consecutive words 7, and probability threshold pry of the word
OCCUTTENCes.

In order to obtain the optimal parameter values that characterize the variability,
each parameter was studied by fixing the remaining parameters to specific
values. The parameter values that obtained the highest statistical difference, when
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Fiz. 4. Histograms obtained from T'r: time series of the same patient submitted to two different
levels of PSV: (a) low variability behavior; (b} high variability behavior. Considering the symbol
alphabet & = {0, 1, 2} and the word length of £ = 3.
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Fiz. 5. Histograms obtained from T, time series of the same patient submitted to two levels of
PSV: (a) low variability behavior; (b) high variability behawvior. Considering the symbal alphabet
2={0,1,2,3} and the word length of { = 3.

comparing both groups of patients, were considered the optimal values. A non-
parametric Mann—Whitney test was applied to differentiate between the groups.

Several indices were proposed in order to differentiate low variability and high
variahility:

e probability of occurrence p(w;ji) of each word type w;j;. The histograms shown
in Figs. 4 (three symbols) and 5 (four symbols) present the probability of
accurrence of each word type obtained from Troe series of the same patient
with low (a) and high (b) variability,
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e number of words w pry whose probability of occurrence is higher than a
probability threshold pry, considering different pry values. For example, in
Fig. 4(a) and 4(b) the number of words whose probability of occurrence is
higher than the probability threshold prg = 6% is ws = 1 and wg = 4,
respectively,

e number of forbidden words fw whose probability of occurrence is lower than
0.1%. This threshold has been selected according to.! This index fuw calculates
the number of words which seldom or never oceur.

One of the most influential parameter in the process was «. Therefore, this
parameter was carefully studied, and a range of values from 0.01 to 0.6 was
considered. For fixed a values, the most characteristic 7 values were determined
from the three possible values (0, 1 and 2). In order to define the most suitable
probability threshold prg, a range of values from 1% to 10% was considered.

From the histograms of the probahility of oceurrence of each word type a simple
complexity measure was also evaluated using the Shannon entropy Sh.32

3.2. Non-linear prediction

Figure 6 shows LV and HV volume signals. The HV signal in this case is at a slower
frequency and, qualitatively displays greater irregularity both in the waveform of
a single cycle and the spacing of cycles. The amplitude range of the signals is
approximately the same. We sought to quantify this irregularity by measuring the
auto-regressive predictability of the signal. The time series is used to construct a
model of the dynamics; the model is then used to predict other signal segments.
The resulting prediction error quantifies irregularity.

There are different ways to construct dynamical models from data. Since all
of the state variables of the systems are not directly measured or even known, we
used the lag embedding technique to represent the system’s state variables. By
embedding the scalar time series D;, the following vector sequence is created:

th(Di:Dt—l_‘---sDt—(nl—l))! (3)

(I =TT |- TRESY ) AT EIRUTE G

(a) (b)

Fig. 6. (a)Low and (b) high variabilities. Mean respiratory period has been selected as prediction
horizon. (-) Actual measurement and (.) one-step prediction of respiratory volume of patients with
clinically labeled.
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where m is the embedding dimension. Each Dy is a point in the m-dimensional
embedding space, and the embedded time series can be regarded as a sequence of
points, one point at each time t. Each point represents the state of the system at that
time where m is the embedding dimension. Each Dy is a point in the m-dimensional
embedding space, and the emhbedded time series can be regarded as a sequence of
points, one point at each time . Fach point represents the state of the system at
that time.

A deterministic data set sampled at discrete times can be described by a
discrete-time map

Dt-i—l = F(Dt) (4)

which is, however, immediately applicable only if the mapping F is known. With F
unknown some assumptions about its properties have to be made. With the minimal
assumption that the mapping F is continuous the following prediction scheme can be
constructed.?®% This method implements a nonlinear regression model by stitching
smoothly together a large number of locally linear models. The method works as
follows: In order to predict the future state Dyy; given the present one Dy, the state
that is closest to Dy with respect to some norm is searched. Let us say that this
closest point has time index a. The definition of determinism is that future events
are set causally by the past events. D¢ describes the past events to Diy1. Similarly
D, describes the past events to the measurement Dayq. If Dy is close to D, and
if the system is deterministic, then it is expected that D,4;. will also be close to
Diyy. In the same way D,y will be used as a predictor of Dyyp and it will be
called Pryy.

Every measurement of a continuous quantity is only valid up to some finite
resolution and this fact has to be taken into account. The finite resolution implies
that looking for the single closest state is no longer the best can be done since
interpoint distances are contaminated with an uncertainty. All points within a close
region in phase space have to be considered to be equally good predictions a priori.
Then the proposed prediction algorithm to be used forms a neighborhood U (Dy)
around the point Dy. For all points D,; € U(Dy), that is, all points close to Dy
look up the individual predictions D,yp. Then the matrix H of the application
{D,41}=H{D,;} is obtained, that transforms the points of the neighborhood
U(D;) into their predictions. Finally, the prediction pry is obtained applying the
matrix H to the vector D;. Two ways have been considered in order to define the
neighborhood: i) the neighbors inside an hypersphere of radius £ around the point
Dy; ii) the K neighbors closest to the point Dy.

Given a method for making a prediction P4y, an actual measurement of Dy,
is needed in order to decide if the prediction is good or bad. The difference hetween
Piip and Dyyy is the prediction error, which informs about the quality of the
prediction. As a single prediction might be good or bad just by chance, in order
to give a more meaningful indication of the determinism in the data an average of
many prediction errors should be taken.
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Two different ways have been considered in order to define this indication of
determinism: i) Cross-prediction; ii) Leave-one-out auto-prediction. In the cross-
prediction approach the time series is broken into M segments. For each of the M
segments, one at a time, the model is fit and then residuals are calculated on each
of the other segments. The residuals are summarized by one mumber, the mean
absolute value. The result is a M x M matrix of cross-predictabilities. In this study
the respiratory volume data set at each PSV level that contains 18000 samples has
been divided in M = 3 segments of 6000 samples. In this case the 3 x 3 matrix
has six entries (the diagonal elements that correspond to self prediction are not
computed) and their mean value is computed in each patient for each PSV level.

In the leave-one-out auto-prediction the time series of length N is modelled
N different times: For each model, a single data point is left out when fitting the
model and the residual for the model is computed only for the left-out data point.
The result is a set of residuals one for each point, that provide an estimate of the
prediction error of a model. In this study the respiratory volume data set at each
PSV level has been divided in nine subsets of N = 2000 samples. In this way the
mean prediction error related to each patient for each PSV level corresponds to the
mean absolute value of the prediction errors in the nine subsets.

A preprocessing step has been applied to each respiratory volume data set in
order to improve the analysis of the results. Each respiratory volume signal has
been normalized by substracting by its mean value and dividing by its standard
deviation. Figures 6(a) and 6(b) shows the actual measurements and predictions
for the respiratory volume of a patient with clinically labelled low and high
variabilities (LV and HV), respectively. The different quality of the prediction is
shown comparing LV and HV.

3.2.1. Parameter setting

The first analysis related with the nonlinear prediction was done in order to select
between auto-prediction or cross-prediction methodologies. Three patients (CRR,
MMX and SAT') that clinically present two different variability levels (LV and HV)
when changing the PSV were randomly selected for the analysis. An embedding
dimension m = 2 was considered. Two kinds of neighborhoods were analyzed: The
neighbors inside an hypersphere of radius £ = 0.2 and the K = 20 closest neighbors.
Tables 1 and 2 present as an example the values obtained in patient CRR using
the neighbors inside an hypersphere and the K closest neighbors, respectively. In
the three analyzed patients the auto-prediction methodology presented the hest
statistical significant differences (p-value) when comparing LV and HV signals. Then
this methodology has been selected for the next steps.

In order to decide the best kind of neighborhood to discriminate the different
irregularity of the respiratory volume, in low and high variabilities, the following
neighborhoods were considered: the neighbors inside hyperspheres of radius £ =
0.1,0.2,0.3 and K = 20 closest neighbors. The same three patients were analyzed
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Table 1. Mean +standard deviation for the mean prediction error of
the patient CRR with m = 2, £ = 0.20, when considering leave-one-out
auto-prediction and nonlinear cross-prediction. Statistical significance
(p-value) when comparing low and high variability levels.

LV HWV p-value
Leave-one-out 0.41+0.06 0.82+011 0.008
auto-prediction
Nonlinear 0.454+0.04 0.90+0.06 0.028
cross-prediction

Table 2. Mean + standard deviation for the mean prediction error of
the patient CRR with m = 2, K = 20, when considering leave-one-out
auto-prediction and nonlinear cross-prediction.

LV HWV p-value
Leave-one-out 036 £0.05 0.76 £0.09 0.008
auto-prediction
Nonlinear 0.434+0.03 0.88+0.06 0.027
cross-prediction

and an embedding dimension m = 2 was considered. Table 3 presents as an example
the values obtained in patient CRR. In the three analyzed patients the statistical
significance (p-value) obtained when comparing LV and HV signal were found
not dependent of the different neighborhood methodology. Then, as the radius of
the hyperspheres could be dependent of the embedding dimension, the K closest
neighbors methodology has been selected for the next steps.

The next analysis has been done to select the best prediction horizon h. For each
patient and for each PSV level the mean respiratory period has been calculated.
This mean respiratory period translated to sample units is called hrier. Three
prediction horizons have heen considered: 0.5h1tot, AiTior and 2h1iet. The three
patients were analyzed and the embedding dimension m = 2 was considered. Table 4
presents as an example the values obtained in patient CRR using the different
prediction horizons. In the three analyzed patients the statistical significance
(p-value) obtained when comparing LV and HV signals were found not dependent

Table 3. Mean £ standard deviation for the mean prediction error of
the patient CRR with m = 2 when considering different radius £ of the
hyperspheres and the K = 20 closest neighbors.

LV HV p-value
e=0.1 0.41+0.05 0.81+£0.09 0.008
=102 0.41+0.06 0.82+0.11 0.008
=103 0.38 +0.06 0.81+0.11 0.008
K neighbors 0.36 £0.05 0.76+£0.09 0.008
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Table 4. Mean +standard deviation for the mean prediction
error of the patient CRR with m = 2 when considering different
prediction horizons fi.

LV HV p-value
0.5h1 0t 0.34+0.07 0.67 £0.09 0.008
hergor 0.36 £0.05 0.76 £0.09 0.008
2hrior 0.55£0.07 0.81 £0.09 0.008

of the considered h value. A prediction horizon of Ay, has been selected for the
next steps.

3.2.2. Non-linear determinism in the respiratory volume signal

The typically slower frequency of the HV signals suggests that a frequency domain
analysis using, e.g. power spectrum analysis, might be effective at performing the
discrimination. In order to assess to what extent our non-linear prediction method
processes information not accessible to linear method, we used the method of
surrogate data.®* This method involves generating synthetic volume signals, called
surrogate data, with the same Fourier spectra, mean, standard deviation, and other
percentiles as the original data. All of the information that could be accessed by a
linear power spectrum analysis, whatever form that analysis might take, is contained
in the surrogate data. The algorithin to generate this surrogate data is based on the
null hypothesis that the data comes from a stationary linear process with Gaussian
white noise inputs.

A set of sirrogate data is generated for each volume signal tested. For all the
signals (original data and swrrogate data) a non-linear index is computed. Then, a
statistical test is applied between the set of surrogate data and the original data.

If the null hypothesis is rejected, this suggests that the original data are due to
a non-linear deterministic process and/or non-Gaussian inputs or non-stationarity.
In the case of the signals analyzed in this study, 10 series of sirrogate data have
been generated for each of the volume signals of the three patients CRR,, MMX and
SAT. The non-linear index selected has been the mean prediction error.

3.3. Discriminani analysis

A discriminant analysis was applied to obtain a discriminant function that would
enable the automatic classification of the volume signals as high (HV) or low (LV)
variability. To know the best variables to be introduced in the diseriminant analysis,
a previous non-parametric analysis of variance test (Mann-Whitney) was used to
analyze statistically the differences between the respiratory volume signals with LV
and HV. Different variables from the classical time-domain analysis and from the
symbolic dynamics and non-linear prediction methods were considered.
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From the respiratory volume signals training set, different discriminant
functions were obtained and subsequently validated with the testing set. The
validation was performed by comparing the results obtained from the discriminant
functions with the classification made by medical doctors.

4. Results

Time domain analysis of the time series was previously done. Table 5 shows
the results obtained with the mean values 7, standard deviations SD(z) and
interquartile ranges IQR(z) of Tr, Te, Trot, Tr/Tre, Vr and Vp/T; when
comparing low and high variability levels, defined using clinical criteria. T,
SD(Tg), IQR(TE), Trot, SD(Tro), IQR(Trs) and Ty /Ty, presented the best

significant differences.

4.1. Symbolic dynamics

The first study, based on the symbolic dynamics analysis, was carried out and
analyzed in order to select the parameter values that characterize the physiological
process. The first parameter to be determined was o, considering all other

Table 5. Mean, standard deviation sd(z), and interquartile range
IQR(z) when comparing low and high variability levels.

Low variability High variability p-value
T 0.87£0.10 1.07+£0.22 0.038
SD(Ty) 0.15£0.06 0.264+0.19 0.024
IQR(T7) 0.16 £0.09 0224011 n.s.
Tr 1.43+£0.19 1.62+0.67 <0.0005
S5D(Tr) 0.30£0.14 1.43+0.63 <0.0005
IQR(TE) 0.25+£0.12 1.14+0.67 <0.0005
Tros 2.30£0.27 3.96 +£0.80 <0.0005
SD(Try) 0.34+£0.16 1.49 4+ 0.64 <0.0005
IQR(Trot) 0.29+£0.13 1224071 <0.0005
Tt/Tror 0.38£0.024 0.29 +0.039 <0.0005
SD(Ty /Tro ) 0.057 £0.024 0.091+£0.018 0.012
TIQR(Ti/Tro:) 0.061 £ 0.046 0.092 +£0.030 n.s.
Vr 438.0+£174.0 F99.07 £202.8 n.s.
S5D(Vr) 104.23£57.7 131.88 £67.85 n.s.
IQR(Vr) T6.36 £ 33.87 90.44+34.79 n.s.
Vr/Th 513.9 4 205.1 584341811 n.s
SD(Vr /Ti) 146.40 £ 90.78 168.53 £95.20 n.s
IQR(Vr /Ty) 111.75 £ 5561 130.49 4+£94.09 n.s
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Non-linear Analysis of the Respiratory Pattern 309

parameters with fixed values, no overlapped svmbols in consecutive words and
pry = 0%. Table 6 shows the number of words whose probability of occurrence
differentiated significantly between low and high variability, when considering the
three symbol alphabet ® applied to the Trot and Tt /Tre: series.”® Table T shows the
results obtained when the four symbol alphabet  was applied. Those tables present
the results obtained with the best o parameters for different levels of statistical
significance p < 0.05,p < 0.01 and p < 0.005. The best v parameters were those that
gave the highest number of significant words. Similar analysis were done considering
the time series T, Ty, Vr and Vp /T7.

Studying the influence of the different overlapping 7 values, Tables 8 and 9
present the results obtained for different 7 values when the Tp,; and T7/Tr,, series
were analyzed. In Table 8 it can be seen that the highest number of significant words
n T, series was obtained when 7 was 1 or 2, and a = 0.5. The results obtained with
both values, 7 = 1 and 7 = 2. were similar. It seemed more reasonable to choose
7 = 1 because of the reduced computing time. However, when the alphabet was

Table 6. Number of significant words of Tree and T1/Tr.: series for different o parameters,
considering the alphabet © and ™= 0.

MNumber Tro Ti / Tr o

of words 0475 a=05 a=052 a=055 a=0125 a=015 a=04 a=0425
p < 0.05 14 15 15 14 11 11 12 10

p < 0.01 8 10 12 9 3 i 6 4

p < 0.005 B 7 8 8 3 9 4 3

Table 7. Number of significant words of Tr.: and Ti/I'r.: series for different o parameters,
considering the alphabet (@ and 7 = 0.

Number Ty TL/TT ot

of words a=01 a =025 a=105 a=01 a=102 a=05
p < 0.05 21 18 9 3 0

p < 0.01 9 11 2 0 0 0

p < 0.005 i 8 1 0 0 0

Table 8. Number of significant words of Tr,¢ and TﬁTog series for different T parameters,
considering the alphabet 8.

Number Troe T/ Tros
of words o = 0.475 a=05 a=0525 a=0.15 a=04

T o 1 2 o 1 2 o 1 2 0o 1 2 0o 1 2
p < 0.05 4 17 18 15 15 19 15 14 18 11 12 15 12 17 18
p < 0.01 § 13 12 10 14 14 12 12 15 6 &5 6 6 7 9
p < 0.005 6 9 10 7 12 13 8 11 11 2 4 5 4 3 9
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Table 9. Number of significant words of Ty, and T;/Tr,; series for
different T parameters, considering the alphabet (2.

Number Trot Tr/Trot
of words
a=0.25 =102
T 0 1 2 0 1 2
p < 0.05 18 24 a7 8 i 3
p< 001 11 15 21 0 1 0
p < 0.005 8 11 14 0 0 0

Table 10. Words whose probability occurrences (mean +sd) in Tp,; and
Ti/Tre: series presented the most significant differences between both
groups, considering the alphabet 8.

Probahility  Low variability — High variability — p-value

Trot plwito) 0.019£0.016 0.064 £0.029 0.0001
a=05r=1 p(winn) 0.846 +0.182 0.451+0.242 0.0005
plwasr) 0.005 +0.011 0.032 +0.022 0.001
Ti/Tror plwoor) 0.008+0.012 0.029 +0.015 0.002
a=04 1=2 plwon) 0.01940.014 0.0354+0.011 0.003
p(wiia) 0.031=+0.021 0.067 +£0.032 0.001
plwarr) 0.029+0.018 0.058 +0.028 0.002

Table 11. Words whose probability occurrences {(mean+sd) in Tr, and
T1/Troe series presented the most significant differences between both groups,
considering the alphabet (2.

Probahbility — Low variability — High variability — p-value

o p(wonn) 0.003 £ 0.005 0.02440.044  0.04
a=025,7=2  plwyas) 0.070 4+ 0.041 0.0284+0.020  0.024
p(war) 0.071 4 0.031 0.0214£0.015  0.001
plwan) 0.072 4 0.041 0.02940.023  0.019
plwass) 0.004 £ 0.008 0.0284+0.016  0.0001
plwssz) 0.005 £ 0.008 0.0314£0.020  0.003
TyTro: plwioo) 0.004 £ 0.008 0.0154+0.009  0.019
a=02r=2 plwian) 0.062 40.031 0.0274£0.022  0.011
pluwsiz) 0.003 £ 0.004 0.0094+0.005  0.024

composed of four symbols (£2) the highest munber of significant words was obtained
with 7 = 2 and o = 0.25 (Table 9). When the T1/T7,; series were analyzed the
parameters that achieved the best statistical significant differences between groups
were o = 0.4 when using the three symbol alphabet (Table 8) and o = 0.2 using the
four symbol alphabet (Table 9), furthermore, they both required 7 = 2 symbols.
Tables 10 and 11 show the words whose probability occurrence in Ty and
in T1/Tret series presented the most significant differences when comparing low
and high wariability. These tables present the mean and the standard deviation
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(mean +sd) of the probability of occurrence and the statistical significant level
(p-value). These results were obtained using the parameters o and 7 selected
previously, However, the statistical significant levels were lower when considering
the time series T1, Tg, Vr and Vr/T7.

The study of the number of words whose probability of occurrence was higher
than a probability threshold is presented in Tables 12 and 13, considering different
probability thresholds. The tables show a selection of the most promising results.
The study of the Tr, and in T7/Tr,: series showed that the best statistical
significant levels p <0.005 were obtained taking into account the probability
threshold from 1% to 6%. The munber of forbidden words (words with a low
probability of occurrence) allowed to obtain a statistically significant difference
between groups when the alphabet © was used, with p = 0.002 for Tp, series
and p = 0.014 for T} /T, series (Table 14). However, lower statistical differences
were obtained when the alphabet 2 was used (Table 14). The differences were

Table 12, Number of words wpy;, whose probability occurrence is higher than a
probability threshold pry in T, and T /T, series considering the alphabet 6.

Probahility Low variability Hizh variability

threshold mean =+ sd mean + sd p-value
Troe pr = 2% w2 =65+55 wl =1454+4.2 0.001
a=0517=1 pre =5% wh=16=E£1.5 wh =52+£2.7 0.0014

pre = 0% wl=12x0.6 wh =4.0x£1.8 0.0005
T1/Tra pra = 1% wl=9.0x65 wl=18+£6.4 0.004
a=04,7=2 pre = 2% w2 =6.1+49 w2 =128+ 115 0.004
Table 13, Number of words wpy, whose probability occurrence is higher than a

probability threshold pry in T, and Ty /Tr,,; series considering the alphabet (2.

Probability Low wvariability High variability

threshold mean + sd mean + sd p-value
Trot prr = 1% wl=141£6.0 wl=27T2£67 0.0005
a=025 r=2 pra = 2% w2=89+18 w2=1404+34 0.001

pre = 5% wh=03+1.54 wh=411+£23 0.04
T/ Trot pr = 2% w2=104+47 w2=147+39 0.04
a=021t=2 rre = 5% wh=04x25 wh=39+23 0.04

Table 14.
is lower than pry = 0.1%.

Number of forbidden words: number of words whose probability oceurrence

mean +sd Tros

irl /TTOE

Low variability High variability  Low wvariability High variability

alphabet & 16.9+6.38 3.1+47 116576 40+53
p-value = 0.002 p-value = 0.014

alphabet (2 325147 10.0+55 26.4+18.8 1524174
p-value = 0.02 p-value = n.s.
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Table 15.  Shannon entropy.

mean + sd Trot Ti/Trot
Low variability High variability — Low wvariability High variability

alphabet &  0.76 £0.64 318 £0.58 1.49+£1.15 3.69+0.60
p-value < 0.0005 p-value = 0.001

alphabet (2 3.50 £0.70 4.82+£0.38 3.98+0.93 4.66 £0.96
p-value = 0.001 p-value = n.s.

also lower when considering the time series Ty, Tg, Vr and Vy/T;. The Shannon
entropy allowed to obtain a statistically significant difference between groups when
the alphabet @ was used, with p < 0.0005 for T, series and p = 0.001 for T1/Trae
series (Table 15), and when the alphabet Q was used a statistically significant
difference was obtained (p = 0.001) for Ty, series. The differences were lower
when considering the time series 71, Tg, Vg and Vp /1.

4.2. Non-linear prediction

Table 16 shows the results obtained when surrogate data method was applied to the
respiratory volune signals of LV and HV in the three selected patients CRR, MMX
and SAT who had both LV and HV recordings.®® The mean prediction error (mpe)
of the original signal (@ p), and the mean +sd of the mpe of the surrogate data
(g £+ og) are presented. For both low and high variability recordings of the three
patients the respiratory volume signals of the patients analyzed have significant
differences with respect to surrogate data generated, and so the null hypothesis can
be rejected.

In order to analyze the level of irregularity in the respiratory volume signals
related to high variability in comparison with the low variability, Table 17 shows the
mean prediction errors (mpe) obtained for m= 2 when considering all the patients.
The results show a statistically significant difference (p < 0.0005) between both
ZTOUpS.

The role of the embedding dimension m on the prediction errors has been
analyzed in all the patients for each one of the PSV levels. Figure 7 shows as

Table 16, Values of mean prediction error for volume
signals and surrogate data with statistical significance.

Qo wH T oq p-value
CRR-LV 0.36 0.49+£0.01 < 0.0005
CRR-HV 0.72 0.75£0.01 < 0.0005
MMX-LV 0.24 0.31+£001 < 0.0005
MMX-HV 0.33 039+£0.01 < 0.0005
SAT-LV 0.31 0.40£0.01 < 0.0005
SAT-HV 0.70 0.79+0.01 < 0.0005
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Table 17. Mean+sd of the mean prediction errors (mpe) and the
embedding dimensions (m) needed to model the dynamics of the
patients with a reduced mean prediction error (e) of 0.35, 0.40 and
0.45 (me35, me40 and me5, respectively).

Low variability High variability p-value
mpe 0.35+0.09 0.63+£0.08 < 0.0005
mes5 3.3+20 6.8E£1.7 < 0.0005
medl) 24407 59+15 < 0.0005
meds 21403 51+14 < 0.0005

0.8 F

06|

04}t

02r

[] L 1 1 1 1 1 1 ]
2 3 4 g 3 7 ] 9 10

Fig. 7. Prediction errors obtained as a function of the embedding dimension for the patient CRR.
The line on the top belongs to the HV signal.

an example the relation between the mean prediction error and the embedding
dimension for the patient CRR. Line labelled as CRR20 belongs to the HV signal
and CRRO6 to the LV signal.

Another way to characterize predictability involves finding embedding
dimension needed to model the dynamics of the patients with a low prediction error.
For example in patient CRR. (Fig. 7) an embedding dimension m = 8 is needed to
get a mpe below 0.4 when analyzing the HV signal, while a m = 2 is enough to get
the same prediction error for the LV signal. The values of the embedding dimension
(m) needed to model the dynamics of the signals with a prediction error (e) of
0.35, 0.40, 0.45 (me35, me40 and me45, respectively) have been calculated. Table
17 shows the values of the me?5, me40 and me45 when analyzing all the patients.
The embedding dimension needed to model the dynamics of the patients with a low
prediction error show a statistical significant difference (p < 0.0005) between both
low and high variability signals.

4.3. Discriminant analysis

The aim of the last part of this study was to obtain discriminant functions able
to discriminate low and high respiratory pattern variability. From the time series
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Table 18. Discriminant functions using variables from the
time-domain analysis: LV, low variability; HV, high variability.

False LV False HV Accuracy

SD(Trat) 2 1 869
IQR(Tro:) 2 0 91%
IQR(TE) 2 0 91%
IQR(Tro:), IQR(TE) 2 0 91%
IQR(.TTal‘): S‘D(TTot) 1 1 gl%
IQR(Tg). SD(Tr.) 1 1 91%
IQR(Tg), SD(Tg) 1 1 91%

of the training set different discriminant functions of one or two variables were
constructed using the most significant parameters from the time-domain analysis
and the symbolic dynamic analysis. Table 18 presents a summary of the results
achieved using the variables from the time-domain analysis, during the evaluation
process with the 22 respiratory volume signals of the testing set. In this process
a signal was considered False HV when the discriminant function classified it as
high variability when it was considered by the medical doctor as low variability.
A signal was considered as False LV when the discriminant function classified it as
low variability when it was considered by the medical doctor as high variability.
Accuracy is the percentage of volume signals correctly classified.

The variables obtained with the symbolic dynamics analysis (Table 19)
presented better discriminant results than the best variables proposed from the
time-domain analysis (Table 18). The time domain analysis parameters were not
able to get a complete correct classification of the 22 testing set recordings, even
when two indices were combined. However, the evaluation process using single
variables of the alphabet & with the 22 recordings of the Ty, time series of the
testing set achieved a complete correct classification (Table 19) when considering
the indices: Probability of occurrence of the word type 111, p(wi11), probability of
occwrrence of the word type 221, p(wasr), number of words whose probability
of ocewrrence is higher than 2%, w2, and number of words whose probability of
oceurrence is higher than 5%, w5. Taking the alphabet € into account, a correct
classification could only be obtained combining two variables. The entropies do not
obtain the best results in the discriminant analysis.

From the T7/Tr, series of the training set, different discriminant functions
were constructed with each single index (Table 19). As it is shown in this table, the
evaluation process with the 22 recordings of the Ti/Tr,: series of the testing set
achieved the best results when considering the number of words whose probability
of occurrence is higher than 2% (w2), with an accuracy of 95% using the alphabet
8. However, when the study was done using the alphabet (2 the maximum accuracy
obtained with the T1/Tro series was 91%.

The variables obtained with the nonlinear prediction methodology presented
better discriminant results than the best variable proposed from the time-domain
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Table 19, Discriminant functions using variables from the symbolic dynamics analysis:

LV, low variability; HV, high variability.

Alphabet & Alphabet £2
False False Accuracy False False  Accuracy

LV HV (%) LV HV (%)

Trat plwin) 0 0 100 plwiaz) 2 0 91

plwanr) 0 0 100 plwazr) 2 0 91

w2 0 0 100 Sh 1 1 91

wh 0 0 100 plwonn), wl 0 0 100

wh 1 0 95 plwasz), wl 0 0 100

fw 2 0 91 plwass), fw 0 0 100

Sh 1 0 95 plwasa), fw 0 0 100

'TI/TTog p(u‘um ) 2 0 01 w 1 1 91
plworr) 2 0 271
wl 2 0 91
w2 1 0 95
fw 2 0 91
Sh 2 0 91

Table 20. Discriminant functions using variables from the
nonlinear prediction analysis: LV, low wariability; HV, high

variability.
False LV False HV Accuracy (%)

mpe 0 1 95
meS5 2 0 91
me4l 1 1 91
med s 1 3 82
mpe, me35 1 2 36
mpe, medl 1 0 95
mpe, me4s 1 0 95

analysis. Table 20 shows the results obtained using discriminant functions of one
and two variables. The mpe and the mpe combined with the embedding dimension
needed to get a mpe of 0.40 or 0.45 achieved an accuracy of 95%.

5. Discussion and Conclusions

The main objective of this work is to develop methodologies able to characterize
the different respiratory pattern variabilities contained in the volume signals. The
respiratory pattern variability of 20 patients is studied by analyzing the nonlinear
dynamics of the respiratory system. The symbolic dynamics analysis and the
nonlinear prediction method are considered. In this way, from each respiratory
volume recording the Ti, Te, Trot, T1/Tret, Vr and Vr/Tt series are obtained
and their complex behavior represented by symbolic dynamics, For this purpose
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two time series transformations based on svmbolic dynamics are performed and a
methodology is developed in order to characterize the different respiratory pattern
variability.

The differences between the complex behaviors involved in high and low
variability can clearly be seen by observing the histograms obtained after the
symbolic transformation of the time series. Figures G(a) and G5(b) show the
histograms constructed from the same patient where it is observed that the high
variability behavior presents more dynamical complexity than the low variability.

The symbolic dynamics methodology involves analyzing the effect of the
parameters that are utilized in the proposed symbolic dynamic analysis:
The parameter «, the number of the overlapped symbols in consecutive words 7 and
the probability threshold pry of the word occurrences. The more suitable parameter
values are selected for the analysis of both symbol transformations. The results show
that the probability of occurrences of the words obtained from both transformations
is higher in the high variability class than in the low variability class, if the words
contain the symbols 0 or 2 for the three symbol alphabet or the symbols 0 or 3 for
the four symbol alphabet, as it is observed in Tables 10 and 11.

Analyzing the different probability thresholds pry, T, series presents better
statistical significant levels than T7/Tp,;, as can bee seen in Tables 12 and 13.
Using the three symbol alphabet transformation (Table 12), T'p,; series are better
characterized (p < 0.0005) by the occurrence probabilities higher than pry = 6%
when high and low variability classes are compared. The high variability behavior
is characterized by a higher number of words (4.0+1.8) than the low variability
behavior (1.2 +0.6). The four symbol alphabet transformation produces a similar
behavior when the occurrence probabilities of the words is higher than pyy =
1% (Table 13). The occurrence probability is concentrated on 14 words for low
variability behavior and on 27 words for high variability behavior. Furthermore,
Table 14 shows the forbidden words fur whose probability occurrence is lower than
preg = 0.1%. In both transformations the number of fw is higher in low variability
class than in high variability class. The best results are obtained when considering
the time series T, and T7/Tr, rather than the volume related time series Vp
and Vp/T;. Respiratory center responds mainly with tachyapnea in front of acute
respiratory failure. This fact may justify that the time intervals of respiratory
pattern obtain more significant results than the volume of breath.

In the non-linear prediction method the volume time series have heen used
to construct a model of the respiratory system dynamics and the accuracy of the
predictions made from the model have been analyzed. Two different ways have been
considered in order to define the indication of determinism: Cross-prediction and
leave-one-out auto-prediction. Two kinds of neighborhoods have been analyzed:
The neighbors inside a hypersphere of radius £ and the K neighbors closed to
a point in the phase space. The incidence of different prediction horizons has
also been considered. The analysis of the prediction error as a function of the
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embedding dimension has been used to propose a new index to discriminate different
respiratory pattern variability levels. Highly statistically significant differences
have been obtained when comparing the mean prediction error of the volume
signals clinically classified as low variability in relation with high variability signals
(p < 0.0005).

The results obtained using the method of swrrogate data means that the
nonlinear prediction method is detecting signs of nonlinearity, nonstationarity or
non-gaussianity in the signals. But note that the prediction errors for the surrogate
data in the different classes of HV and LV signals follow roughly the same pattern
of variability as for the original data. That is, there is lower nonlinear prediction
error for surrogates from LV signals than for surrogates from HV signals. Since
the surrogate data has, by construction, no statistically identifiable non-linear,
non-stationary, or non-Gaussian components, this suggests that it might be possible
to find some linear analysis method that can perform a discrimination between LV
and HV similar to the one using non-linear prediction. This does not necessarily
mean, however, that the physiological mechanisms generating the linear structures
are themselves linear.

All analyzes are performed using a training set of time series. Discriminant
functions of one or two variables are constructed using this training set and
validated on 22 thme series of a testing set. The discriminant analysis carried
out, when using the non-linear prediction, obtained discriminant functions able
to classify with an accuracy of 95% the testing respiratory volume signals, while
the discriminant analysis using classical time-domain variables presented lower
accuracy (91%). The discriminant analysis carried out using symbolic dynamics
obtained discriminant functions able to classify correctly all the testing set series
using single variables obtained from the symbolic dynamic analysis. The results
show that the symbol alphabet is appropriate for our purpose since it can better
characterize the respiratory pattern variability involved in the investigated process.
It means that the symbol alphabet keeps the robust properties and the global
information of the main system.

The clinical relevance of such a method of discriminating respiratory volume
variability is related with the study of the action of chemoreflexes without
application of external stimuli, and the analysis of the ability of patients to
control the mean tidal volume in response to alterations in respiratory demand.
Furthermore, this method could be a convenient weaning criteria to reduce the
number of patients not successfully weaned.

The analysis of the respiratory time series by non-linear dynamics leads to
a significantly improved identification of two variability levels, low and high,
in comparison with the linear analysis in the time domain. Furthermore, it is
presumed that the irregular time courses of the respiratory time series can be
characterized more adequately by the methodology based on the three symbol
alphabet. The results obtained in this work show that words containing three
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318 P. Caminal et al.

symbols are convenient to characterize the variability of the respiratory time series,
It seems that the proposed methodology could allow an automatic classification
of the volume signals in high or low variability. However, these results should be
validated by a larger number of patients, especially to prove the ability of this
discriminant function approach.
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